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the mind. The discussion surrounding the format of representation addresses the problem
of what representational primitives are and the rules of information processing.
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understanding of the nature of perceptual and discursive representations.
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I propose an alternative interpretation of the concept of representational format which
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A mental representation format is the way information is organized in the
mind.? A discussion of mental representation formats addresses the question of
how the information in our mind is stored and processed. It concerns the structure
of representations interpreted as a set of representational primitives and combinato-
rial principles. Thus, to describe a representational format, one has to describe the
structure of representation, that is, one has to explain what the primitive elements
are and the possible operations that can be carried out with them.

There are two philosophical traditions of thinking about the format of represen-
tation. First, following Goodman (1976), we distinguish between analog and digital
systems of representation. Second, Goodman’s distinction between two formats of
representational systems has been adopted in the philosophy of mind as the basis
for the distinction between perceptual and discursive representations. Following
Dretske (1981), it is argued (Peacocke, 1989) that perception consists of iconic
representations and is analog in format. In contrast, beliefs and thoughts are discur-
sive representations and are encoded in digital format.3 In this paper, I will use the
terms “iconic” and “discursive representation” as referring to representations that
describe perceptual and discursive mental phenomena, respectively.

Let me give two examples of the discussion surrounding representational
format. First, the early stage of the so-called imagery debate (from the 70s to the
beginning of the 90s) was mostly devoted to issues surrounding the way our
minds encode mental images. On the one side, pictorialists (e.g., Kosslyn, 1980)
have held that the format of mental images is perceptual-like and analog. On the
other side, descriptionalists (e.g., Pylyshyn, 1973, 1981) have argued that mental
images are formed out of structured descriptions that are digital in format. Most
descriptionalists have argued that mental images are epiphenomena of some
internal discursive, language-like processes.

Second, the debate on representational format underpins philosophical dis-
cussions on the nature of perceptual representations. On the one hand, some
philosophers, most notably Sellars (1997) and McDowell (1996), have held that
perceptual representations are propositional. On the other, there are philosophers,
such as Crane (2009), Dretske (1969), and Travis (2013), who have argued that
perceptual representations are distinct in kind from discursive representations.
For those who deny that perceptual representations are propositional, the ques-
tion arises what kind of representations they can be. The most common answer is
that perception has an iconic structure. It consists of iconic elements and relations
between these elements. The “atoms” of perception are iconic representations that
are most often described as having an analog nature and as being deprived of ca-
nonical decomposition. Interactions between these elements are based on causal

2 The concept of the format of mental representation is different from the concept of the
vehicle of representation. Information can be stored in the same format in different types of
vehicles. Using a computer metaphor, the same .jpg file format can be stored on both magnetic
vehicles, as in the case of a floppy disk, and optical vehicles, as in the case of a CD.

3 That does not mean that there are no intermediate representations, such as maps and pic-
tographs, see Casati and Giardino (2013).
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relations between iconic representations. In contrast, interactions between discur-
sive representations are based on logical transitions (e.g., Matthen, 2005).

The difference between analog and digital formats of representation is intui-
tive but conceptually blurred. According to Goodman (1976), to be an analog
representational system means to be both a syntactically and semantically dense
representational system. An example of a dense representational system is an
old-fashioned clock that represents time continuously, unlike a digital clock that
represent time discreetly. Moreover, an analog representational system is rela-
tively replete. A representational system is relatively replete if, in comparison with
other systems, many of its members’ features are relevant to determining what they
represent. The system of old-fashioned analog clocks is not replete, since only the
position of the clock’s hands matter. In comparison, in the case of images, such
features as colour, shape, and size are relevant. However, for reasons that will not
be covered here (e.g., Kulvicki, 2006), it is doubtful whether Goodman succeeded
in adequately explaining analog and digital formats of representation.

In the last 50 years, the distinction has been variously interpreted and expli-
cated (e.g., Fodor, Pylyshyn, 1981; Haugeland, 1998; Lewis, 1971; McGinn,
1989). Across those approaches, digital representations are generally understood
to be discrete entities. Numerals provide a good example. “0” and “1” are dis-
crete because they indicate distinct and separable entities. For every representa-
tional token, it is clear which type it instantiates. In contrast, analog representa-
tions do not admit definite type-identity. For example, the colour value of a given
colour patch is measured on a continuous rather than a discrete scale (Dretske,
1981). There is always room for the question of whether a given colour patch is
more blue-like or dark blue-like. In contrast, whereas there is no room for the
question of what number is represented by “0”.

Iconic representations are believed to be analog structures. For instance, there
is no way to determine a discrete point where a blue colour patch ends and a dark
blue one begins. The structure of discursive representations is believed to be
based on digital operations. For instance, if one believes that the king is dead,
one thinks about the king, and not more or less about the king, ascribing the
property of being dead and not being more or less dead to the king. In contrast,
a mental image of the dead king more or less resembles the king being dead.

However, this understanding of the analog-digital distinction is far from be-
ing clear (e.g., Lorenzo, Rubiera, 2019; Maley, 2011). A colour patch can be
represented in analog format but can be represented digitally as well, namely, as
a set of colour values in the RGB colour model. Musical notes C and C# are
discrete when playing piano, but there is a continuum of notes between C and C#
when playing a violin. A film frame is discrete, but the events depicted with the
help of film frames are indiscrete.

An alternative way to interpret the analog-digital distinction can be put in
terms of constraints that the representational system puts on representational
content. It can be illustrated with notational systems in mathematics. Although
the same mathematical magnitudes can be recorded in different notational sys-
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tems, such as Roman or Arabic numeral systems, these systems are not computa-
tionally equivalent. For example, it is more efficient to carry out a calculation
with large numbers in Arabic than the Roman numeral system. Analogously, it
may be more efficient to represent the values of a linear function with the help of
a graph than with the help of a numeral matrix.

Thus, the difference between representational systems can be interpreted in
terms of being capable of expressing different kinds of content. That means that
different representational systems put constraints on the content a representation-
al system can carry and the range of possible transitions between different con-
tents. So, for example, an analog representation can represent the value of
a magnitude but not an integer (Beck, 2015), iconic representations cannot be
used to represent a negation (Crane, 2009), etc.

Yet these two interpretations are linked, for if one wants to explain why some
representational systems put constraints on representational content, then one has
to describe the features of the representational structure. For instance, one can
explain why the Arabic numeral system is preferred over the Roman numeral
system by pointing out the fact that the Roman numeral system does not have the
concept of zero. Analogously, iconic and discursive representational systems put
constraints on their representational contents. A theory of representational format
should explain where these constraints come from.

To put it more generally, the question is what should the concept of the for-
mat of mental representation explain and how it can do that. I claim that the
problem with the analog-digital distinction is not that it is not clear. Even if it
were clear, it would still be doubtful whether it could explain what it should
explain, namely, the difference between thoughts and perceptions.

In this paper, I propose an alternative interpretation of the representational
format. I claim that it provides us a better understanding of what the difference
between iconic and discursive representations is. In the next section, I show what
any theory of representational format should be able to explain. I demonstrate
how to interpret the difference between iconic and discursive representations.
I claim that discursive representations can meet the requirements of the so-called
Generality Constraint, while iconic representations cannot. Next, I explain how
one can understand the difference between iconic and discursive formats of rep-
resentation. I put it in terms of differences of information processing in cognitive
systems. Last but not least, I demonstrate how the alternative interpretation of
the concept of a representation format can explain the constraints put on the
contents of representational systems.

1. Generality Constraint

One of the distinctive features of discursive representations is that they are
systematically structured. Entertaining a thought of one kind entails a capacity to
entertain a thought of another kind. For instance, entertaining the thought that
John is happy and that Mary is sad is systematically connected with the cognitive
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ability to entertain the thought that Mary is happy and that John is sad. Having
the thought that John is happy entails a capacity to think that someone is happy.
In Evans’ words (1982, p. 104), “if a subject can be credited with the thought that
a is F, then he must have the conceptual resources for entertaining the thought
that a is G, for every property of being G of which he has a conception”.

The same rule applies to inferences (e.g., Fodor, Pylyshyn, 1988). If I think
that it is dark and cold and raining, I can infer that it is cold and raining; for from
P & Q1 can infer that P (or Q). By the same token, I must be able to infer from it
is cold and raining that it is raining. If I am unable to do so, I do not know what
inference is.

Thus, discursive representations are systematically co-related (e.g., Heck,
2000; Peacocke, 1992), which means that they are systematic in nature. Evans
(1982) calls this requirement the Generality Constraint.

To meet this requirement, discursive representations have to consist of re-
combinable constituents that can build more complex structures. It means that
discursive representations are compositional in nature. Compositionality of dis-
cursive representations means, first, that the meaning of complex structures is
determined by the meaning of their constituents. The constituents of discursive
representations are parts of the representations that are canonically distinguisha-
ble, for not every partition of the representation makes sense. The idea is that
canonically decomposed parts are syntactically and semantically meaningful
units. The thought that John loves Mary can be decomposed into John loves and
Mary, but not into John...Mary (e.g., Fodor, 2008).

Second, the meaning of complex discursive representations must come from
the meaning of their canonically distinguishable parts together with the rules of
composition, for not all combinations are allowed. The recombination of the
parts must be meaningful. John loves Mary can be recombined into Mary loves
John, but not into John Mary loves.* These rules are recursive. If I have a thought
that John loves his mother, I must be capable of having the thought that John
loves his mother’s mother, etc. Putting it together, discursive representations
have a recursive syntax that combines canonically distinguishable parts accord-
ing to combinatorial rules (e.g., Pagin, Westerstahl, 2010).

Language seems to be systematic and compositional. It has syntax and distin-
guishable syntactic and semantic parts. Thus, one may infer that discursive rep-
resentations are language-like representations (e.g., Devitt, 2006). In contrast,
iconic representations lack systematicity and compositionality, and therefore they
do not have the metaphysical properties we are looking to ascribe to discursive
representations.

4 According to Evans (1982), systematicity is constrained by semantic conditions of appro-
priateness. For instance, thinking that JOHN FELL INTO THE LAKE need not entail a capacity to
think that THE LAKE FELL INTO JOHN. However, even if a well-formed string of thoughts is a
semantical absurdity, it does not mean that it cannot express thoughts. For one thing, we can
entertain absurd thoughts. For another, an absurd but well-formed string of thoughts can be the
basis of inferences in logic. See, e.g., Camp (2004).
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Iconic representations are neither systematic nor compositional, for they lack
syntactic structure.® According to Fodor, they lack canonical decomposition.
According to Frege, they lack logical form. Therefore, iconic representations do
not meet the Generality Constraint.

Fodor’s argument (2007; 2008) from lack of canonical decomposition takes
the form of the so-called Picture Principle. According to the Picture Principle,
iconic representations can be distinguished topologically: although pictures have
interpretable parts, they lack canonical decomposition. It means, loosely, that we
can cut up a picture however we like, and each picture-part will represent a rele-
vant part of the represented object. Thus, every part of the representation repre-
sents some part of the scene represented by the whole representation (e.g., Green,
Quilty-Dunn, 2017; Quilty-Dunn, 2016; 2020; Sober, 1976). In contrast, discur-
sive representations have a canonical decomposition, which means that they
cannot be cut into pieces however we like. Discursive representations have con-
stituent parts. For instance, the content of the proposition snow is white can be
decomposed into the parts snow and is white, but not into snow...white, which
means that the expression “snow...white” does not possess independent semanti-
cal value. Thus, although iconic representations can be decomposed, they cannot
be canonically decomposed. However, if they can be composed and decomposed
however one wants, then they lack syntactical structure.

Frege’s argument from lack of logical form is based on the observation that
icons are unable to express logical relations. For logical relations to hold, the
elements of the relation have to possess a logical form, i.e., syntactically fixed
structure, such as a set of logical constants and variables, with determined trans-
formational rules that preserve the logical values of its components. If A implies
B, then basing on transformational rules it is possible to transform the truth of
the first into the truth of the second. Propositional logic shows how the truth of
complex propositions depends on the truth of simple ones. Truth-functions oper-
ate on propositions that can be negated, disjoined, and conjoined; they can imply
one another or be equivalent. One of the main reasons for talking about proposi-
tions at all is that they explain how things can stand in these logical relations.

Iconic representations cannot express logical relations, for they lack logical
form. There are no truth-preserving transformation rules for imagistic representa-
tion. There is no pictorial negation (Crane, 2009; Sainsbury, 2005), conjunction,
or disjunction (Heck, 2007); images cannot express implications or quantifica-
tions (Frege, 1984), etc.

Frege’s argument implies that a clear line between iconic and discursive rep-
resentations can be drawn. Discursive representations are interpretable in logical

3 That does not mean that they lack construction rules. They are obviously rule-governed.
That is why if one understands how to interpret one Venn-diagram, then one understands how
to understand another. However, a representational system can have construction rules without
syntactic structure. I can construct a triangle according to the rules of construction, but that does
not mean that triangles have a syntax.
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terms, icons are not. Discursive representations are “inferentially promiscuous”
(Stich, 1978), which means that they can figure as premises in logical transitions.

Moreover, lack of logical form renders iconic representations a-rational; they
are neither rational nor irrational—the concept of rationality simply does not
apply to them. Relations between iconic representations are not logical; these
relations are usually understood as a causal chain of associations. An image of
a mother can evoke a memory image of a family home, but the link between
these two images is not a matter of a logical consequence. We can speak of the
temporal or causal sequence of images but rationality is not based on temporal or
causal links. It is a matter of following logical rules and reasons. Therefore, icon-
ic representations cannot be rational, and if someone like Frege thinks that the core
of thinking is rational thinking, then icons cannot be constituents of thoughts.

Two remarks are required here. First, it may seem that Frege’s argument can
be easily refuted by pointing out straightforward counterexamples. For instance,
if I want to negate that John has red hair, I can depict him as blond. If I depict
a green and a red apple, I express an alternative of a green and red apple. If one
places two pictures next to each other, much like in a comic book, then one can
say that their content is conjoined or implies one another (Westerhoff, 2005).

These examples are, however, misleading. The role of logical form is deter-
mining the truth-conditions of its elements. In the case of iconic representations,
truth-conditions cannot be determined. Having a picture of John with blond is
either a negation of having red hair or black hair, etc., for the content of not-
redheaded is not simply being blond but an infinite alternative of a form: being
blond or having black hair, or having green hair, etc. No image can represent
infinitely many properties.

By the same token, conjunction, disjunction, and implication do not simply rep-
resent a sequence of elements; they set up a logical link between them. In the case
of two pictures, there is no way to determine the nature of this link—whether it is
a temporal sequence, causal link, spatial transformation, or if it is simply a set of
two unrelated pictures. In all these cases, the pictorial form is the same.

Let me illustrate these problems with the mental model theory of reasoning
(e.g., Barrouillet et al., 2000; Byrne, 2005; Byrne and Johnson-Laird, 1989;
Johnson-Laird, 1983). A mental model is a schematic representation of a possible
state of affairs. It represents the elements of a set as well as possible spatial and
causal relations between the relevant elements of the set. Manipulation of the
spatial and causal properties of a model allows one to reason about the properties
of the set’s element. As an example, let us try to solve the following syllogism:

(1) Some artists are beekeepers.
All beekeepers are chemists.
What follows?

To do this task, we can form a mental model of an artist who is at the same
time a beekeeper and a chemist. The task is easy: some artists are chemists.
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On the surface, it may be tempting to interpret mental models as iconic, pre-
dominantly visual, representations (e.g., Johnson-Laird, 1983). The idea is that
we visualise the elements of the syllogism that can help us to solve it. However,
visual models are not logical structures (e.g., Hintikka, 1987; Johnson-Laird,
1998; Knauff and Johnson-Laird, 2002). They lack the generality and precision
that is required by logical operations. For instance, notice that the same mental
model can be used in the cases of the following distinct syllogisms:

(2) Some artists are beekeepers.
All beekeepers are chemists.

Ergo: All artists are chemists.

(3) Some artists are beekeepers.
All beekeepers are chemists.

Ergo: Some artists are chemists.

There is also nothing that would separate this reasoning from fallacious rea-
soning, such as:

(4) Some artists are beekeepers.
All beekeepers are chemists.

Ergo: All artists are beekeepers.

The problem is that it is impossible to depict the difference between the claim
that 3xP(x) and VxP(x). Therefore, iconic representations lack logical form.

Second, one might object that iconic representations can exhibit systematicity.
For one thing, map-like representations seem to be systematic (e.g., Camp, 2007;
Braddon-Mitchell, Jackson, 1996). A part of a map that represents that London is
west of Berlin also represents that Berlin is east of London. For another, as Mat-
then (2005) notes criticizing Evans’ Generality Constraint, if one can imagine
a blue circle and a red square, then one can imagine a red circle and a blue square.
In other words, if a representational system is capable of representing multiple
features together, then it can represent different configurations of these features.

These objections, however, miss the mark, for the systematicity of discursive
representations comes paired with compositionality. For discursive representa-
tions to be systematic, we have to be able to distinguish between the meanings of
the constituents and the meanings of the complex structures they form. For in-
stance, the thought that John loves Mary is built out of the concepts John, Mary,
and love, which can be distinguished as separate semantical units. In the case of
iconic representations, such separation cannot be carried out, for they lack ca-
nonical decomposition.
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Does the analog-digital distinction help us to understand the iconic-discursive
distinction? It seems that it does not, as the iconic-discursive distinction does not
overlap with the analog-digital one.

For one thing, as von Neumann (1958) demonstrates, discursive operations,
such as computations, can be functions of digital and analog processes. From the
hardware point of view, discursive representations can be encoded either in
digital or analog format. Thus, the distinction between analog and digital format
is irrelevant for determining whether we are dealing with an iconic or discursive
representational system. For another, this distinction falsely implies that there are
no digital iconic representations. There obviously are. Therefore, being analog or
digital is neither necessary nor sufficient for being an iconic or discursive repre-
sentation, which sometimes leads to the conclusion that the analog-digital dis-
tinction is only notational (e.g., Johnson, 2015; Szabo, 2012).

However, the difference between iconic and discursive representational sys-
tems can be described in terms of different ways iconic and discursive infor-
mation is processed in the mind. In the next section, I present an alternative un-
derstanding of the concept of representational format.

2. Mental Representation Format as a Way of Processing Information

There are at least two marks that distinguish the structure of iconic and dis-
cursive representations. Concerning the first, mechanisms of information pro-
cessing in iconic representations are domain-specific. The domain-specificity of
iconic representations can be understood as a joint alternative of two theses. First,
it means that the mechanism of information processing varies depending on the
nature of the vehicle of representation. Second, mechanisms of information pro-
cessing depend on the modality of representation. In contrast, mechanisms of
information processing of discursive representations are domain-general, which
means here that they do not depend on the features of the vehicle of representa-
tion nor the modality of representation.

Concerning the second mark, iconic and discursive representations employ
different predicative functions. The structure of iconic content is organised non-
hierarchically and is based on holistic data. In contrast, the structure of discursive
content is organised hierarchically and is based on discrete chunks of information.

The mechanisms of information processing are domain-specific if the opera-
tions defined on the elements of the structure depend on the area of application.
The relevant mechanisms are domain-general if the operations do not depend on
the area they are applied to. For instance, rules of addition are domain-general;
regardless of what one is adding, the rules are the same. In contrast, heuristic
rules are domain-specific, for there is no general heuristic that could help us
solve every type of cognitive task. Depending on what one is trying to solve, one
uses different heuristics.

The mechanisms of information processing in iconic representations are do-
main-specific. This claim consists of a joint alternative of two theses. For one
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thing, the mechanism of information processing depends on the features of the
vehicle; for another, it depends on the modality of representation. Let us dub
them “vehicle-specificity” and the “modality-specificity”, respectively. I distin-
guish between vehicle-specificity and modality-specificity mostly because I do
not want to settle whether discursive representations are amodal here (Prinz,
2002). In other words, one can hold that discursive representations, such as con-
cepts, are modally-specific; thus, modality-specificity is not necessarily a valid
criterion for distinguishing between iconic and discursive representations. How-
ever, acknowledging vehicle-specificity as a criterion of iconic format does not
imply that one has to acknowledge modality-specificity as a relevant criterion
(although the implication is the other way round).

Vehicle-specificity means that the features of the vehicle of representation de-
termine the way we process the information. First, access to the information var-
ies depending on whether the information is displayed on an external or internal
vehicle of representation. External vehicles of representations are central for using
pictures, maps, diagrams, or gestures. Internal vehicles of representations are cen-
tral for mental imagery and perception. Second, access to the information varies
depending on the way information is displayed on the vehicle of representation.

The distinction between internal and external vehicles of representation cor-
responds to different mechanisms for how iconic and discursive information is
processed in the mind. Let us illustrate it with a mental imagery example. In com-
parison to external images, it is widely believed that the content of mental images
is not subject to interpretation but is displayed as already interpreted (e.g., Cham-
bers, Reisberg, 1985; Reisberg, 1996; Reisberg, Heuer, 2005; Sartre, 1962; Slezak,
1995). In contrast, we can always reinterpret the content of picture perception. It
means that the meaning of mental images is fixed, while the meaning of external
images may change accordingly to the way we perceive the image.

Two clarifications are needed. The inability to reinterpret mental images is
subject to scientific dispute. Contrary to the classic positions in cognitive psy-
chology represented, for instance, by Chambers and Reisberg (1985), it seems
that we can reinterpret the content of mental images. However, the reinterpreta-
tion of mental images is more cognitively loaded and less efficient. For example,
we can reinterpret so-called bistable figures (such as the duck-rabbit picture)
displayed on an external and an internal representation but with significant dif-
ferences in the effectiveness of solving the task (Mast, Kosslyn, 2002; Kamer-
mans et al., 2019). That suggests, first, that the difference between mental image-
ry and picture perception is vaguer than we previously thought. It is not
a difference in kind, rather a difference in degree. This fact is easier to under-
stand if we assume that mental imagery and pictorial perception share the same
format but that the format is vehicle-specific. Second, it indicates that the de-
scriptivist positions (e.g., Pylyshyn, 1973) that assume only the discursive format
of representation in the imagery debate are wrong, for if mental images were
encoded in a discursive format, then it would be difficult to explain why mental
images are subject to reinterpretation.
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Moreover, it is important to keep in mind that even proponents of the pictori-
al theory of mental imagery, such as Kosslyn, have never claimed that the nature
of mental images is the same as picture perception. At most, they speak of the
quasi-perceptual nature of imagery. In other words, even if it is not clear what the
difference between perception and mental imagery is, no one claims that there is
no such difference. For instance, as was pointed out by Hinton (1979),° if we
form a mental image of nine letters put randomly into a 3x3 grid, it is difficult
for us to read the imagined string of letters. However, it is a trivial task if we write
down the same letters on paper. Thus, even if information encoded in internal rep-
resentation is processed similarly to the way information encoded in external rep-
resentation is processed, they are not of the same processes (Ittelson, 1996). It does
not mean that the format is different. It means that the format is vehicle-specific.

Furthermore, the different ways in which a piece of information is displayed
on the vehicle of representation affects the accessibility of the piece of infor-
mation. For instance, a line graph (a) and a bar graph (b), as shown in Figure 1,
can represent the same information but in different ways. Graph (a) makes it
easier to understand the relationship between the amount of exercise and weight
loss. The data is connected by an increasing function, whereas graph (b) makes it
easier to understand the relationship between exercise and the number of calories
burned because the bars comparing the data of calories and the amount of exercise
are closer to one another.

Broadly speaking, we can assume that the features of the vehicle can affect
the mechanisms of information processing in iconic representations. The features
of the vehicle do not merely provide input for certain internal processes. The
interpretation of the same content displayed on different types of vehicles in-
volves separate mental processes. In other words, the type of vehicle of represen-
tation determines what information we have access to and what mental processes
are involved in processing that information. Using Larkin and Simon’s (1987)
formulation, iconic representations are computationally inequivalent due to the
type of vehicle of representation.

6 Kosslyn (1994) argues that Hinton’s results indicate the mere fact that mental images are
displayed in the mind’s eye too short, and, therefore, the results show only how memory limita-
tions affect imagery. However, the time that is not sufficient to solve Hinton’s tasks is the same
time that suffices to solve mental rotation and mental zooming tasks in Kosslyn’s classic re-
search on mental imagery. Therefore, the time for which information is available does not seem
to be a relevant factor.
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Figure 1
Differences in Information Processing in Graphs
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Note. Line graphs (a) and bar charts (b) convey the same information but in
a different way, affecting the accessibility of the information.

In contrast, in discursive representations, access to the content of the belief
that snow is white is the same as access to the content of the sentence “snow is
white”. The mechanism for processing the information that snow is white repre-
sented by the thought snow is white and represented by the sentence “snow is
white” is the same because the propositions contained in the belief and expressed
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in the sentence are the same. In other words, the same predicative function predi-
cating white of snow is expressed in both the internal and external representation.

Moreover, there is shared meaning in the case of different external represen-
tations. The expression “snow is white” expresses the same information as its
equivalent in German “Schnee ist Weiss”. The same content can be expressed by
two syntactically different representations. The cognitive content of the sentence
“snow is white” is the same as “the colour of snow is white”.

We face a similar situation in reasoning. For instance, the function 2+2=4 is
carried out in the same way regardless of whether it is done in one’s head or on
paper. The reasoning is the same because the cognitive content is the same. This
means that the information is processed in the same way because the operations
on the sets are the same. The representations are computationally equivalent.
Thus, content is not affected by differences in the features of vehicles of discur-
sive representations.

One remark is required. From the given description, it does not follow that
there is no difference in cognitive access between the mental content inside the
mind and the content expressed by an external (e.g., linguistic) representation of
a thought. A thesis of this type would be false for obvious reasons. For example,
calculations performed on a piece of paper may be cognitively less loaded than
those performed in thought. However, this does not mean that the structure of
information is different. To use a computer metaphor, the .jpg format can be
supported by more or less computationally efficient computers. The type of
computer, however, does not affect the format of the file.

The second way of understanding the domain-specificity of the iconic format
of representation refers to the concept of modality-specificity. The mechanisms
of information processing depend on the modality of representation. For instance,
a visual and gustatory representation of wine are two different systems of repre-
sentation—the information is processed differently. In contrast, discursive repre-
sentations are amodal—discursive representations of the colour and taste of wine
are different in content but the information corresponding to the the colour and
taste is processed in the same way.

Processing iconic information involves different mechanisms that are respon-
sible for processing information of different sensory types (interoceptive, visual,
tactile, auditory, etc.), which is associated with activation of different neurobio-
logical systems. This point can be illustrated with individual differences in visual
imagery and spatial cognition tasks (e.g., Hegarty, Waller, 2005; Kozhevnikov,
Blazhenkova, Becker, 2010). In short, there are large individual differences in
tasks where people are asked to imagine a sunny day and tasks which measure
spatial abilities, such as when they are asked to imagine the spatial transfor-
mation of mental images. These dimensions are uncorrelated (e.g., Kosslyn et al,
1984) and can negatively affect each other. For example, visualising the content
of a problem can lower the effectiveness of reasoning in spatial and abstract
problem-solving tasks, which is known as the visual impedance effect (e.g.,
Knauff, Johnson-Laird, 2002).
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The details of different mechanisms of information processing here are of
less importance. I only wish to emphasize the fact that iconic representations are
modality-specific. In contrast, discursive representations are amodal. The propo-
sition snow is white remains the same when it is expressed in a spoken or written
form, in English or in German.

The other detail that distinguishes iconic and discursive representations
concerns the problem of predication. It is believed that discursive representations,
such as beliefs, have a predicative nature. When I have a belief that snow is
white, | attribute the property white to the object snow, where the terms “snow”
and “white” work as arguments of a predicative function expressed in the propo-
sition. Thanks to the predicative nature of the proposition, we can distinguish the
proposition from a list of terms. The proposition snow is white differs from the
list of terms “snow”, “white”, and “is” because the proposition has a predicative
structure that carries the denotations of the terms into a truth-value (e.g.,
Rescorla, 2009), while the list of terms does not. It means that the proposition
snow is white can say something about the world, while the list of terms cannot.

It may seem that iconic representations can be predicative too (e.g., Blumson,
2012; Matthen, 2005). If I form an image of a red triangle, I attribute the proper-
ty of redness to the triangle. And the image of a red triangle can be distinguished
from the conjunction made of an image of a triangle and an image of a red patch.
However, to assess whether or not we are dealing with equivocation here, we
must have a clear understanding of what predication is.

First, in the case of discursive representations, predication is based on a com-
positional and combinatorial mechanism. The compositional and combinatorial
character of a discursive representational system means that if I possess the
propositions snow is white and a triangle is red, I can form the structurally simi-
lar propositions snow is red and a triangle is white. Moreover, if I know that
snow is white is true, I can infer that the proposition snow has a colour is also
true. It means that an output of one operation of predication can be an input of
another higher-order operation. These operations are hierarchically organised (e.g.,
Camp, 2018). From the proposition snow is white, I can infer that snow has a col-
our, but from the proposition snow has a colour I cannot infer that snow is white.

Second, the output and input information comes in discrete chunks. It means
that the proposition snow is white attributes the property whiteness and no other
property to snow. It says nothing about the hue of the colour or the shape of snow,
for there is one-to-one correspondence between a vehicle and a content. Every
chunk of information needs a separate vehicle to be expressed. Thus, discursive
representations are hierarchically organised and are based on a structure made of
discrete chunks of information.

In contrast, iconic representation is neither hierarchically organised, nor is it
based on discrete chunks of information. Hierarchical organisation of representa-
tional structure means, for instance, that the proposition snow is white implies
snow has a colour but not another way round. In the case of iconic representation,
both pieces of information are processed simultaneously. An image of white
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snow represents both that snow is white and that snow has a colour. That is why
it does not matter from which point we start analysing an image of white snow—
whether from thinking of snow as having a colour or of snow being white—both
starting points lead to the same result.

The non-hierarchical structure of iconic representations can be illustrated
with the help of maps. On maps, all of the pieces of information about the loca-
tions of objects are displayed simultaneously. The information that London is
west of Berlin is simultaneously displayed on the map with the information that
London is west of Warsaw. In the case of discursive representation, the infor-
mation that London is west of Berlin does not contain the information that Lon-
don is west of Warsaw. It must be inferred from the conjunction of the proposi-
tions Berlin is west of Warsaw and London is west of Belin. In contrast, a map
displays information about all of the possible spatial relations simultaneously.

The non-hierarchical organisation of information processing is often con-
fused with the holistic nature of the components of iconic structure. These two
concepts, however, have to be separated, since we can have non-hierarchically
organised processes based on non-holistic components. For instance, parallel
computing is non-hierarchically organised and is based on discrete chunks of
information. However, there is no clear account of what “holistic representation”
means. There are at least three interpretations of this term.

First, the concept of the holistic nature of iconic representation is often inter-
preted as indicating the fact that iconic representations are informationally rich
(Dretske, 1981; Kitcher, Varzi, 2000) and fine-grained (Tye, 2005). It means,
first, that iconic content conveys so much information that it cannot plausibly be
expressed with a finite set of propositions and, second, that iconic content is
detailed and determined. In contrast, the content of discursive representations is
general and abstract. For instance, seeing white snow is having an experience of
a determined shade of white—thinking that snow is white does not determine the
shade of the colour.

Although the concepts of information richness and being fine-grained seem
intuitive, they are far from clear. First, there are discursive representations that
are rich in content, such as the symbol z, and iconic representations that are
informatively primitive, such as an image of a dot. Moreover, even if the rich-
ness of detail we are dealing with cannot plausibly be expressed by a finite set of
propositions, it does not mean that it is impossible. A potentially infinite set of
complex propositions can express any amount of information. Second, discursive
content can be more fine-grained than iconic content. Pictures of aqua and cyan
objects are often not detailed enough to see the difference between them; the
propositions x is aqua and y is cyan are. Therefore, informative richness and
fineness of grain do not determine whether we are dealing with iconic or discur-
sive representations.

Second, we can interpret the concept of holistic representation as indicating
the fact that pieces of information are entangled in a representation. For instance,
Camp (2018) understands the holistic nature of information processing in maps
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as a matter of structural linkage of the pieces of information. It means that
changing the informational content of one of the map’s elements changes the
informational content of every other element. For example, moving the position
of London on a map changes its distance to every other point on the map. In
contrast, changing the informational content of p does not have to change any-
thing about the content of ¢.

However, the problem is the scope of this thesis. Camp’s argument certainly
applies to information concerning spatial relations. However, it only says that
spatial properties are relational, which is trivial. It does not apply to non-spatial
information. For instance, changing the size of a circle representing London’s
population does not change the information about the size of a circle represent-
ing the population of Berlin.

Third, the holistic nature of representation can be interpreted (as it is inter-
preted here) as indicating the relation between the content and the vehicle of
representation. To my knowledge, the first person to draw attention to this idea
was Kazimierz Twardowski (1965), who ascribed the feature of concreteness to
imaginings. He understood concreteness as the combination of multiple proper-
ties in a single representation. Similarly, the concept of holism is sometimes
understood (e.g., Green, Quilty-Dunn, 2017; Kulvicki, 2020) as the thesis that
multiple pieces of information expressing the content of a representation are
assigned to the same vehicle of representation. It means that there is no separate
vehicle for every chunk of information corresponding to different representation-
al properties. In other words, there is no one-to-one correspondence between
parts of the information and parts of the vehicle. For instance, the part of an icon
that represents the colour of a triangle is the same part that represents its shape
and location. Likewise, in the case of maps. The part of a topographic map that
represents the location of London on the map represents its height above sea
level too, along with a host of other things.

Thus, although iconic and discursive representations are described as ex-
pressing predicate functions, the way in which they process information is differ-
ent. They express distinct predicative functions.

To sum up, iconic representations can be distinguished from discursive repre-
sentations based on differences in the structure of information processing. The
structure of iconic representations (or their format) is domain-specific; it pro-
cesses information in a non-hierarchical manner and is based on holistic compo-
nents. The structure of discursive representations is domain-general; it processes
information hierarchically and is based on discrete chunks of information.

3. Canonical Decomposition and Lack of Logical Form

In the first section, I claimed that the distinction between different formats of
representation should be able to provide at least a partial explanation of why iconic
representations lack canonical decomposition and logical form, and why discursive
representations are canonically decomposable and inferentially promiscuous. In
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this section, I explain how the description of the representational structure I pre-
sented in the second section can help us to better address these questions.

First, Fodor’s argument regarding the lack of canonical decomposition holds
that iconic content cannot be decomposed into canonically distinguished parts.
However, in this minimal form, the argument is clearly false, for the claim that
iconic representations lack syntactic structure works as both a premise and the
conclusion of the argument.

To fully present the structure of Fodor’s argument, it is necessary to supple-
ment it with a metaphysical premise concerning the format of iconic representa-
tion. According to the metaphysical premise, iconic representations have no
structure linking the represented properties to the vehicle of representation, and
therefore they cannot be canonically decomposed.

Let me illustrate the metaphysical premise with an image of a red square. The
image of a red square can represent the content of the concept red or square, as
well as the content of the proposition some squares are red. Yet, if we have
a mental image of a red square, there is no way to determine whether we are think-
ing of the concept square or the content of the proposition some squares are red.
Discursive representations can distinguish between concepts and structures com-
posed of concepts, such as propositions. Iconic representations are unable to do so.

Likewise, in the case of maps. A map representing that Warsaw is east of Ber-
lin represents Warsaw, Berlin and the fact that Warsaw is east of Berlin. We can
distinguish between the representations Warsaw and Berlin and the representa-
tion Warsaw is east of Berlin only if we have the concept east. The concept east
allows us to isolate the spatial relation property from all other represented prop-
erties. However, this means that we need a representation that can isolate a par-
ticular bit of information and assign it to the relevant representation vehicle. The
discursive representation east does exactly that.

Iconic representations are unable to do so because there is no one-to-one cor-
respondence between the information and its vehicle. As I claimed, the structure
of iconic representations is based on holistic components. Multiple pieces of
information are displayed on the same vehicle of representation. An image of
a red square represents both redness and squareness, as well as the fact that some
squares are red. In other words, iconic representations lack constituent structures
and cannot be canonically decomposed, for there is no way to assign a single bit
of information to a corresponding distinct vehicle of information.

Moreover, the domain-specificity of iconic representations renders them una-
ble to specify what the canonical decomposition of iconic representations could
be. Compare spatial and non-spatial iconic representations. Although we can cut
a map into spatial pieces, not all iconic representations have spatial parts. Gusta-
tory representations do not. For instance, the taste of a meal can be described as
savory or sweet, but it is not dividable into spatial pieces. Therefore, there is no
general way to decompose iconic representations.
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In contrast, discursive representations can be decomposed canonically since their
structure is domain-general. The proposition snow is white can be divided into ca-
nonically isolated parts regardless of whether it is expressed in English or in German.

Second, the systematicity of discursive representations means that they are in-
ferentially promiscuous (Peacocke, 1992; Stich, 1978). For instance, beliefs and
thoughts can figure as premises in inferences. Discursive representations have
a logical form and can be modelled according to the rules of logic. Yet, according
to Frege’s argument, iconic representations lack logical form. They cannot be in-
ferred or negated. They are not inferentially promiscuous. Why is that so?

Inferential promiscuity requires propositional structure. It involves a kind of re-
lation between the vehicle of representation and the content. To infer from a is
FandifaisF, then a is G that a is G, one has to be able to assign distinct contents
to the vehicles of representation expressed by logical variables. Moreover, the
chunks of information have to be hierarchically organised. From the thought that
a is G and that if @ is F, then a is G I cannot infer that a is F. From the thought that
snow is white I can infer that it has a colour, but from snow has a colour I cannot
infer that it is white. Discursive representations are hierarchically organised.

In contrast, images are organised non-hierarchically. The information is pro-
cessed simultaneously. When 1 see a picture of white snow, I see that it has
a colour; when I see a colourful picture, I can see the specific colour of the picture.

Moreover, inferential promiscuity requires a representational structure that
can abstract from the nature of the vehicle of representation. For instance, the
reasoning if 4 then B and A then B is correct regardless of whether the reasoning
is conducted in the mind or on paper. Discursive representations meet this re-
quirement since they are domain-general. In contrast, iconic representations are
domain-specific. The nature of the vehicle of iconic representation affects the
way information is processed. For instance, tasting wine and imagining tasting
wine are informationally two different representations.

To sum up, iconic representations lack syntactic structure and do not meet the
requirements of the Generality Constraint. They are neither systematic nor ca-
nonically decomposable. These facts are easier to understand if we hold that
iconic representations are domain-specific, that they process information in
a non-hierarchical fashion, and that their structure is based on holistic compo-
nents. In contrast, discursive representations are domain-general, they process
information hierarchically, and their structure is based on discrete elements. Thus,
discursive representations are systematic and canonically decomposable.

The argument presented here does not show that the distinction between ana-
log and digital representational systems is useless. However, it demonstrates that
this distinction is insufficient for distinguishing perception and thought, for it
does not provide any explanation of the source of the differences between iconic
and discursive representations. In contrast, thinking of iconic and discursive
representations in terms of the way they structure information helps us to better
understand why they differ. According to the view presented here, the different
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functional properties of iconic and discursive representations follow from differ-
ent informational structures.
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