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S U M M A R Y : Gödel’s first incompleteness theorem is sometimes said to refute mechanism 
about the mind. §1 contains a discussion of mechanism. We look into its origins, motivations 
and commitments, both in general and with regard to the human mind, and ask about the 
place of modern computers and modern cognitive science within the general mechanistic 
paradigm. In §2 we give a sharp formulation of a mechanistic thesis about the mind in terms 
of the mathematical notion of computability. We present the argument from Gödel’s theorem 
against mechanism in terms of this formulation and raise two objections, one of which is 
known but is here given a more precise formulation, and the other is new and based on the 
discussion in §1. 
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Mechanism about X, roughly, is the view according to which X can be under-
stood in terms of a machine. Descartes famously held the doctrine of mechanism 
with regard to everything but the human mind. More recently, some writers have 
argued that Gödel’s famous theorem about the impossibility of a complete com-
putable axiomatization of arithmetic shows that the human mind is not amenable 
to a mechanistic explanation.1 Gödel’s theorem is a likely candidate for the job 
of combatting mechanism, first, because it is very famous; second, because the 
notion of computability is the modern approach to mechanism about the mind, 
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and Gödel’s theorem is, or at least entails, a limitative result on it; and third, 
because it is a diagonal argument, and diagonal arguments seem to be exactly the 
right tool to wield against a thesis such a mechanism.  

However, Gödel’s theorem is a precisely formulated and decisively proven 
mathematical theorem, and mechanism about the mind is a vague and messy 
philosophical question. Any attempt to bring a mathematical theorem to bear on 
a philosophical question should be viewed with suspicion. Shapiro, for example, 
asserts that “there is no plausible mechanistic thesis on offer that is sufficiently 
precise to be undermined by the incompleteness theorems” (1998, p. 275). The 
problem, according to Shapiro, lies in the many idealizations that are involved in 
applying the theorems to humans and to machines. But if Shapiro’s condemnation 
is correct, this is hardly comforting to the mechanist, who should want to resist the 
Gödelian argument by virtue of being right, not by the vice of being vague. The 
goal of this paper is to formulate a mechanistic thesis sharply enough that it stands 
a chance both of being refuted by and of resisting the Gödelian argument. 

The purpose of §1 is to get a handle on mechanism about the mind. Starting 
with Descartes, we review the central epistemological motivations for mecha-
nism, distinguish between programmatic and metaphysical mechanism, and 
inspect Descartes’ reason for denying mechanism about the human mind. Then, 
we ask whether the advent of computability theory and modern computing ma-
chines would have made Descartes change his mind. §2 is about the Gödelian 
anti-mechanistic argument. Based on the discussion of §1, a sharp criterion is 
offered for deciding the metaphysical mechanistic thesis, in terms of the comput-
ability of sets of mental representations. The classic Gödelian anti-mechanist 
argument is formulated with reference to this criterion, and two objections to it 
are raised, one of which is new. In the final subsection a sketch of an alternative 
diagonal anti-mechanist argument, based on Tarski’s indefinability theorem, is 
given.2 

1. Mechanism and Anti-Mechanism 

The bare term “mechanism”, or mechanism about some thing X, can be 
glossed as the claim that X is, often despite appearances, essentially a machine. 
We are interested specifically in mechanism about humans—the question wheth-
er humans are essentially machines. Gödel’s theorem is thought to have bearing 
on this question because of its relation to computability theory. The machines in 
question are, therefore, the special class of c o m p u t i n g  m a c h i n e s . However, 
the origins of mechanism, and of mechanism about the mind, lie long before the 
modern theory of computing machines, in the philosophy of science of several 
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important early modern thinkers, most notably Descartes. Descartes’ is an inter-
esting case because he both endorsed mechanism about animals and rejected 
mechanism about humans. By examining his reasons, we can form an idea of 
why mechanism is attractive, as well as of why it is not compelling. In addition, 
we may ask whether Descartes’ anti-mechanism was not tied to the particular 
kinds of machines that he knew, and whether the advent of computing machines 
would have caused him to change his mind.  

1.1. Cartesian Mechanism 

A classical machine, or mechanical system, roughly, is a finite collection of 
basic corporeal objects that can move in space and interact through contact, i.e. 
collision or pressure, and together achieve some desired effect. The properties of 
the set of basic parts, the sizes and shapes of the objects, and their spatial config-
uration, we call the b a s i s  of the system. From the basis, using the mechanical 
laws of motion and force, one can calculate the effect; and conversely, if one is 
interested in a certain effect, one can set up a basis that will achieve it, in other 
words one can engineer an effect. What allows engineering is the fact that me-
chanical systems are “bottom-up”: that the basis is describable, perceivable and 
manipulable independently of the effect, and that the effect is “generated” from 
the basis according to determinate laws.  

Mechanism in science or natural philosophy is, first of all, an empirical re-
search program according to which natural phenomena should be studied as 
though they are effects of mechanical systems. A mechanistic explanation of 
a phenomenon consists in hypothesizing a basis, and showing that the phenome-
non is indeed generated from it by the laws of mechanics. The epistemological 
virtue of mechanistic explanations is that, since the basis of a mechanical system 
is describable independently of the effect, they make a positive, self-standing 
assertion about reality. Such an assertion is straightforward (though not always 
technically possible) to test, and, in principle, allows nature to be manipulated 
with design. They, therefore, yield a kind of engineer’s, or maker’s, knowledge. 
The contrast is with explanations in terms that are abstract, or that are describa-
ble only top-down, in terms of their explanandum, like Molière’s virtus dormi-
tiva. The basic claim of mechanism is that only positive theories can count as 
explanations, whereas abstract or top-down theories are explanatorily vacuous.3  

An explanation is positive rather than vacuous, I propose, when it postulates 
a basis that has an independent criterion of existence and identity. It should be 
possible to determine, at least in principle, whether the basis of a hypothesized 
mechanical system exists in reality without appealing to the properties of the 
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1986, p. 290). 
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effect; otherwise the explanation is circular. For Descartes, the basic existent is 
inert matter, where “inert” means that the spatial extension of material objects, 
including their motion in space and their collisions with one another, is all there 
is. Inert matter is a basic existent because spatial shapes, in principle at least, are 
vividly, distinctly and publicly perceived; and they are bottom-up in the sense 
that a spatial extension is the “sum” of its parts; the parts are independent of the 
whole, but not the other way around. Consequently, a mechanical system can be 
exhaustively described in purely geometrical terms. Mechanistic explanation 
becomes a kind of geometrical construction.4 

Mechanism as a research program is thus the call to explain natural phenom-
ena in terms of mechanical systems, and ultimately in terms of geometrical con-
structions. But aside from being a research program, mechanism is sometimes 
asserted or denied as a metaphysical thesis. Roughly, metaphysical mechanism 
about a natural phenomenon X is the thesis that X i s  a classical machine, or that 
the t r u e  theory of X is a mechanistic theory. Spatially extended matter, on this 
view, is not only epistemologically virtuous in being vividly perceived or imag-
ined, it is also metaphysically substantial. Metaphysical mechanism about 
a phenomenon X is the claim that X, metaphysically, is extended substance, or 
res extensa.5  

Descartes famously held that animals were, metaphysically, mere machines.6 
This thesis may sound banal to us, but in Descartes’ time it was paradoxical and 
even revolutionary. Supposedly, what made it so unlikely in the eyes of Des-
cartes’ predecessors was the seemingly unbridgeable disparity between the be-
haviors of machines and of animals. In particular, there was the fact that animals 
and their physiology exhibit spontaneous and organized movement, whereas 
machines typically do no more than transform external force that is applied to 
them, and, therefore, cannot move “on their own”. This led pre-Cartesian natural 
philosophy to postulate an intangible life force animating the bodies of animals. 
The problem with this kind of theory, in the eyes of a mechanist, is that it gives 
no independent information about the nature of this life force, no way to con-

 
4 See (Sepper, 2000; McLaughlin, 2000) for some elaboration. Descartes’ notion of 

the geometrically (as opposed to mechanically) constructible is wider than that of the 
ancients, but does not cover arbitrary curves. I am unsure whether Descartes’ “geometrical” 
conception of matter is restricted to his geometrically constructible curves or whether it 
extends to arbitrary curves.  

5 Descartes doesn’t, as far as I know, distinguish explicitly between mechanism as 
a research program and mechanism as a metaphysical thesis.  

6 This formulation is a little misleading. Descartes thought that animal bodies, includ-
ing human bodies, are machines. As we will see, he did not think the same about minds. 
Animals did not, and humans did, have minds, so it is in this sense that non-human ani-
mals are mere machines. See (Cottingham, 1978) for more about this.  
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struct it in the imagination or calculate its properties. In other words, it is a vacu-
ous theory.7  

Descartes’ endorsement of mechanism about animals was motivated by two 
circumstances. First, around Descartes’ time, mechanistic theories of animal 
physiology were being developed and were achieving remarkable empirical 
success. Descartes himself proposed extensive theories of this kind, ranging from 
an account of the heart and blood circulation system, to theories of feelings and 
the imagination, which Descartes considered part of physiology. The second 
circumstance was some recent advances in technology, which allowed the con-
struction of self-moving machines, or clockwork automata, operated by a spring 
or a hydraulic mechanism. Such machines were often used for recreational pur-
poses, and given the shape of a human or an animal. Their “capacity” for self-
movement would make them startlingly life-like in the eyes of Descartes’ con-
temporaries, a fact which served to dull the edge of the perceived disparity be-
tween animals and machines.8  

Descartes’ metaphysical mechanism about animals was m o t i v a t e d  by the 
science and technology of his time, but neither the empirical success of mecha-
nistic theories nor the advent of new machines can e s t a b l i s h  a metaphysical 
thesis. Descartes’ own physiological theories turned out to be largely incorrect. 
For example, though he enthusiastically accepted Harvey’s momentous discov-
ery of the circulation of the blood, Descartes rejected the attendant theory of the 
movement of the heart in terms of muscular expansion and contraction, and fa-
vored an account, incorrect as we now know, in terms of “ebullition” (Anstey, 
2000, p. 421f). Surely, we don’t want to say that an incorrect theory can establish 
a metaphysical thesis. Likewise, as lifelike as moving statues can get, we know 
perfectly well that the mechanism behind their movement has nothing in com-
mon with the mechanisms behind animal movement. It will be false, then, to say 
that Descartes’ metaphysical mechanism about animals is in any way proven, or 
even strictly speaking confirmed, by the science and engineering of his time, 
though it was certainly suggested or motivated by them.  

Still, it is not unreasonable to say that the relevance of the two motivating 
circumstances does spill over a little from the context of discovery to the context 
of justification. The fact that Descartes’ theories were incorrect is less important 
than the fact that they were mechanistic, which is to say positive, and that they 
were plausible. It showed that, in principle, mechanistic physiology had a chance 
to succeed, even if Descartes’ own theory happened to be incorrect. Likewise, 
the existence of moving machines, though they do not simulate the true mecha-
nism of animal movement, shows that self-movement is mechanically possible, 

 
7 See (Ben-Yami, 2015, Chapter 4) for a less ahistorical discussion of the claim that 

pre-Cartesian science denied mechanism because the machines it knew did not move on 
their own. 

8 See Part Five of the Discourse (Descartes, 2006) for a summary of Descartes’ mech-
anistic theory of the blood circulation system and his statement of mechanism about ani-
mals. Ben-Yami (2015) gives an extended discussion of Descartes’ physiology.  



208 DAVID KASHTAN  
 

and this opens the way to positive speculations about the actual mechanism. We 
can say, then, that although the science and engineering available to Descartes 
were a long way off from p r o v i n g  metaphysical mechanism about animals, 
they did provide p o s i t i v e  g r o u n d s  for it. Arguably, that’s the best meta-
physics can hope for anyway.  

1.2. Universal Mechanism? 

At least as famously, or infamously, as he endorsed mechanism about animals, 
Descartes rejected mechanism about humans, specifically about the human mind. 
In the next subsection, we will review his reasons. First, let’s see what goes 
wrong with a seemingly quick and easy argument for mechanism about humans: 
the argument from universal mechanism. 

In the previous subsection, we distinguished between two ways in which 
mechanism about a phenomenon X can be maintained: (a) Metaphysical mecha-
nism is the theoretical claim that the t r u e  explanation of X is mechanistic; (b) 
Scientific mechanism is the programmatic call to s e e k  mechanistic explanations 
for X. Now given the characterization of mechanism sketched above, one may 
argue that the phrase “mechanistic explanation” is redundant, since an explana-
tion that is not positive, in the required sense, and therefore mechanistic, is no 
explanation at all. Let’s agree to assume this, that is, that all adequate explana-
tions are mechanistic. In addition, one may wish to deny the possibility that some 
natural phenomena are not amenable to explanation at all. Let’s assume this as 
well, without discussion. From these two assumptions it is tempting to conclude 
a kind of u n i v e r s a l  m e c h a n i s m —the claim that every phenomenon has 
a mechanistic explanation. From this, metaphysical mechanism about the human 
mind seems to follow immediately.  

There are two main problems with this line of reasoning which it will be in-
structive to uncover. The first concerns the logical form of the inference. On the 
face of it, we have here a run-of-the-mill universal instantiation: From mecha-
nism about all phenomena we infer mechanism about the particular phenomenon 
of the human mind. However, such an inference holds only if the instance is in 
the range of the quantifier, in this case if the human mind is a natural phenome-
non that stands to be explained. The problem is that what counts as a natural 
phenomenon is not a simple and non-negotiable matter. To state the issue clearly, 
let’s distinguish between the d a t a , which is immediately given (by the senses, 
say), and the p h e n o m e n o n , which is that which we need to explain. The phe-
nomenon is extracted, or constructed, from the data, by various conceptual op-
erations we can call i d e a l i z a t i o n s , which consist primarily of extending the 
scope of the phenomenon beyond what has actually been perceived in the data, 
and of cleaning it up of factors that supposedly belong to the measuring proce-
dure or to external factors, and not to the phenomenon itself. Which idealizations 
are to be applied is an issue that can be negotiated, and different decisions affect 
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the domain of the quantifier in the statement of universal mechanism.9 Thus, 
whether we are prepared to accept the inference from universal mechanism to 
mechanism about the human mind ultimately depends on whether or not we 
accept the mind as a phenomenon to be explained. 

One way the explanatory burden of mechanism can be reduced is by “elimi-
nating” some would-be phenomenon. For example, pre-Cartesian natural philos-
ophy considered vital processes in animals a phenomenon to be explained. What 
the d a t a  contained, however, was not the vital processes themselves, but obser-
vations of seemingly organized spontaneous movement in animal bodies. Mech-
anistic physiology does not explain vital processes in mechanistic terms (“reduce” 
them to mechanics), it rather rearranges the data so that vital processes cease to 
count as a phenomenon (they are “eliminated”). The data is kept the same, but it 
is idealized differently, into a phenomenon of spontaneous movement, which 
yields more easily to explanation in terms of inert matter.10 In a similar fashion, 
the inference from universal mechanism to mechanism about the mind can be 
avoided if we take the mind out of the domain of the quantifier. Then, there is 
simply nothing there to explain. Now, certainly the exclusion of recalcitrant data 
from the domain of the explanandum flirts dangerously with question-begging. 
However, since some idealization of the data is anyway unavoidable, ultimately 
the legitimacy of elimination turns on whether it can be motivated independently 
of the recalcitrance of the data, and on whether what is left to explain is interest-
ing enough.  

The second problem with the argument from universal mechanism is that it is 
too cheap. Scientific mechanism is predicated on the distinction between positive 
and vacuous explanations, and on the rejection of the latter from science. Meta-
physical mechanism is a metaphysics guided and supported by scientific mecha-
nism. Descartes’ metaphysical mechanism about animals, for example, was 
grounded in positive (though incorrect) physiological theories and actual engi-
neering techniques. But the inference we are now considering proposes that we 
accept mechanism about the mind on the basis of a general principle, in complete 
absence of any positive theory of the mind, or of any machine that can simulate 
it. Such an inference goes against the very grain of mechanism. This doesn’t 
make it a logical fallacy, but it should make us uneasy about accepting its con-
clusion. The mechanism we end up with is a vacuous doctrine, and we should not 
be satisfied with it.  

We have cited two reasons why mechanism about the mind should not be ac-
cepted on the basis of the argument from universal mechanism. Descartes, how-
ever, goes farther and rejects universal mechanism altogether. 

 

 
9 See (Bogen & Woodward, 1988) for the classical modern statement of the distinction 

between data and phenomenon, and (Woodward, 2011) for a summary of the ensuing 
discussion. 

10 This is, at least, how Gaukroger presents things in (Gaukroger, 2007, p. 323ff).  
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1.3. Cartesian Anti-Mechanism 

In the Discourse, after having stated his thesis that animals are mere ma-
chines, Descartes goes on to say: 

[I]f any such machines resembled us in body and imitated our actions insofar as 
this was practically possible, we should still have two very certain means of rec-
ognizing that they were not, for all that, real human beings […]. The first is that 
they would never be able to use words or other signs by composing them as we do 
to declare our thoughts to others. For we can well conceive of a machine made in 
such a way that it emits words, and even utters them about bodily actions which 
bring about some corresponding change in its organs […] but it is not conceivable 
that it should put these words in different orders to correspond to the meaning of 
things said in its presence, as even the most dull-witted of men can do. (Descartes, 
2006, p. 56)11 

In this passage Descartes puts forth a test for deciding that a humanoid ma-
chine is not a genuine human. The claim is that language is a reliable indicator of 
the presence of mind, and that no machine can simulate human linguistic compe-
tence. Note, that Descartes is comfortable with machines v o i c i n g  sentences, 
even as a response to stimulation; but that would stop short of genuine linguistic 
capacity, which consists, first, in the ability to form indefinitely many sentences, 
and second, in the fact that these sentences are used in accordance with their 
meaning, hence, that they are meaningful. In other words, we should not consid-
er a mechanistic theory to be a theory of the mind, if it does not account for the 
syntactic and semantic aspects of language use.12  

Unfortunately, Descartes doesn’t explicitly say why he thinks linguistic ca-
pacity resists a mechanistic explanation. Here’s a conjecture. Although there is 
no difficulty in imagining a mechanistic theory that accounts for sound and 
voice,13 there is no way to calculate the syntactic and semantic properties of an 
utterance from its acoustic or even phonological properties alone. Semantic phe-
nomena cannot even be described, let alone explained, in phonological terms. 
Consequently, there is a basic incongruity between the explanatory resources of 
mechanism and the phenomenon of linguistic competence, an incongruity that 
makes genuinely linguistic machines unimaginable for Descartes. Nor does Des-
cartes think that the option of eliminating the mind is open to us (below we’ll see 
why). Linguistic capacity, and with it the mind, presents an ineliminable phe-
nomenon which the explanatory resources of mechanism simply have no chance 
of accounting for.  

 
11 In the text, Descartes mentions another test for humanity, which (Gunderson, 1964, 

p. 199) calls “the action test”. I shall not address it here. 
12 See (Gunderson, 1964) for an extensive discussion.  
13 This was, in fact, one of the earliest mechanistic theories, by Beeckman, see (Cohen, 

1984, Chapter 4). 



 DIAGONAL ANTI-MECHANIST ARGUMENTS 211 
 

It has been suggested that the problem here has more to do with what Des-
cartes can and cannot imagine than with any objective incongruity between ma-
chines and the mind. Descartes was familiar with a certain type of machine, and 
his imagination, remarkable though it was, was inevitably limited to that type. 
Recall how the pre-Cartesian anti-mechanists, according to the story as we’ve 
told it, had difficulty imagining that animals were machines because the ma-
chines they knew could not move about on their own. This limitation to the im-
agination was removed by the appearance of self-moving statues. Similarly, the 
development of new machines with previously unforeseen features, namely 
modern digital computers, might provide positive ground for mechanism about 
the mind. This issue will be taken up presently.14  

But apart from the perceived incongruity between the linguistic phenomenon 
and the explanatory resources of mechanism, Descartes also had a more properly 
philosophical argument for his anti-mechanism, the cogito. Although the cogito 
is not expressly presented as an anti-mechanistic argument, its anti-mechanistic 
import is easy to establish. Briefly, since mechanism for Descartes is metaphysi-
cally limited to res extensa, it suffices to find one thing which is not res extensa 
in order to refute universal mechanism, even in its vacuous form. The cogito’s 
twin conclusions are, first, that the self15 exists, and second, that it is a kind of 
thinking substance, or res cogitans, and not res extensa. This self is identified 
with the mind, and it follows that the mind cannot be a machine. 

The cogito is an interesting case because it resembles a diagonal argument, 
but on closer inspection it isn’t.16 It resembles a diagonal argument (a) in the 
form of its conclusion, and (b) in the structure of the argument, as follows. (a) 
Like many diagonal arguments, the cogito (on its anti-mechanistic reading) pur-
ports to refute a completeness claim by producing an “outsider” element. For 
example, Cantor’s diagonal proof of the indenumerability of the real numbers 
refutes the claim that there is a complete enumeration of the reals by producing, 
for each enumeration, an outsider. In Descartes, the completeness claim is that all 
things are res extensa, and the outsider element is the human mind, or the think-
ing self. (b) Diagonal arguments typically construct an outsider element by ap-
plying a procedure involving self-reference and negation to all members of the 
putatively complete class. Cantor shows how to construct, for a given enumera-
tion, a real number based on the negation, in the relevant sense, of all members 
of the enumeration. Descartes’ procedure is to doubt the reality of all extended 
substances; but when he arrives at his own self, he finds that the procedure fails: 

 
14 The claim that technological advancements might affect our assessment of Des-

cartes’ anti-mechanism is suggested by the discussion in (Ben-Yami, 2015, p. 126f).  
15 Or the I, or whatever. The cogito is awkward to report in the third person.  
16 I defer a more detailed treatment of the cogito for another occasion. See (Slezak, 

1983; 1988) for a different take on the cogito’s being a diagonal argument, (Sorensen, 
1986) for a critique.  
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But I have convinced myself that there is absolutely nothing in the world, no sky, 
no earth, no minds, no bodies. Does it now follow that I too do not exist? No: if 
I convinced myself of something [or thought anything at all] then I certainly exist-
ed. (Descartes, 1996, p. 25)17 

The thinking self is discovered when we try to include it in the domain of our 
skeptical procedure and fail. However, only the thinking aspect is immune from 
doubt in this way. It follows that a non-extended object exists.  

However, on closer inspection neither the form of the argument in the cogito, 
nor the form of its conclusion, are those typical of diagonal arguments. We show 
this, again, (a) for the form of the conclusion, and (b) for the structure of the 
argument. (a) Diagonal arguments typically show the existence, not of an abso-
lute outsider, but of a method to generate an outsider given a particular com-
pleteness claim. For example, Cantor does not show that there is a real number 
which absolutely cannot be enumerated. That’s absurd. Rather, he shows how to 
find, for every enumeration, a real that’s outside of it, even if it does belong to 
some other enumeration. By contrast, Descartes’ res cogitans is meant to be an 
absolute outsider, not being captured by any mechanistic system.18 (b) Diagonal 
arguments construct the outsider using a negative procedure on the members of 
the putatively complete system. The identity of Cantor’s outsider element for an 
enumeration E is a function of all elements of E, negating, as it were, every one 
of them, and thereby establishing its distinctness from them all. By contrast, in 
the cogito, no diagonal element is constructed. The stage in the cogito that re-
sembles the diagonal procedure, quoted above, is the one in which doubt is ap-
plied to all things (step A: “I convinced myself that there was nothing at all in the 
world, no sky, no earth, no minds, no bodies”), including, tentatively, the self 
(step B: “did I therefore not also convince myself that I did not exist either?”), 
but unsuccessfully in the latter case (step C: “certainly I did exist, if I convinced 
myself of something”). Here, what sanctions the inference from self-doubt (B) to 
self-affirmation (C) is the fact that doubting in general implies the existence of 
the self, regardless of the object of doubt. But doubting in general was performed 
already in step (A). Therefore (C) could have been inferred directly from (A). 
The act of self-doubt (B), ostensibly the diagonal heart of the cogito, doesn’t 
play any logical role in the argument. It is primarily an expository device, serv-
ing to highlight, but not to establish, the existence of the self. In diagonal argu-
ments, by contrast, the diagonal construction is an essential step of the inference. 

 
17 The interpolated part is from the French version. 
18 The difference is rooted in the respective claims that diagonal arguments and the 

cogito purport to refute. Diagonal arguments typically refute existential claims. In Can-
tor’s case, the claim is not of the form “every real number is thus and so”, but “there is an 
enumeration such that every real number is thus and so”. By contrast, Descartes’ cogito 
purports to refute the claim “every existent is extended”, or something along these lines. 
This is why a diagonal argument yields only a relative existence claim, and the cogito 
purports to yield an absolute existence claim.  
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The conclusions from this brief discussion are as follows. First, we see that 
the cogito resembles a diagonal argument, but turns out upon scrutiny not to be 
one. Second, the aspect in which it fails to be a diagonal argument is exactly the 
point at which it loses much of its force, since the thinking I has not been given a 
definite enough constitution in order to count as a genuine existent.19 If this is 
correct, then we get the impression, wildly anachronistic though it may sound, 
that Descartes is here groping for a diagonal argument, in a hunch that this is the 
kind of argument that can refute mechanism about the mind.  

1.4. Turing’s Computing Machines 

With Descartes’ pseudo-diagonal anti-mechanist argument out of the way, we 
can come back to the question, raised in the middle of the previous subsection, 
whether computing machines can provide positive support for mechanism about 
the mind in a way that classical machines could not. In order to begin to answer 
this, we have to state clearly what distinguishes the two kinds of machines.  

Today, the term “computing” already implies “machine”, but originally the 
notions were only indirectly related. Computation was just another name for 
calculation. We get an intuition about what calculation is by looking at a simple 
case, the grade-school algorithm for addition. The fundamental way to add two 
numbers, e.g. 13 and 28, is to produce collections, of fingers, say, with the corre-
sponding cardinalities, and then count the members of their union. But counting 
is not always a good option, and for practical purposes we usually turn to meth-
ods that exploit properties of the numerical notation. The positional notation 
system for numbers, for example, allows us to perform sums of arbitrarily large 
numbers in terms of the iteration of the operation of summing up two single-digit 
numbers, in our example case first 3 and 8, and then 1 and 2. Since the possible 
sums of two single-digit numbers are few, they can be memorized or written 
down in a small instruction table. When we appeal to such a memorized or written 
table, reference to the numbers themselves effectively drops out. The table simply 
instructs us, when we see the digits “3” and “8”, to write “1” below them and mark 
a carry above the next column. What is in play here are the digits, not the numbers 
3 and 8, since these latter were not part of the original problem at all. The proce-
dure is iterated for every position of the numerals, resulting in a string of digits, in 
our example case “41”, which we then interpret as referring to a number.  

 
19 This point deserves elaboration, which, for reasons of space I shall not provide. 

Briefly, the problem is that the I that is discovered in step A is abstract, or vacuous, in 
something like the sense of the previous subsection, and, therefore, cannot be the basis of 
a genuine existence claim of the kind that the cogito aims to establish. This difficulty is, 
I believe, recognized by Kant in his discussion of the “I think that accompanies all my 
representations” in the Critique of Pure Reason. See esp. the discussion in §16 of the B-
deduction (B131ff), where the necessity of the I think is affirmed, and in the Paralogisms 
of Pure Reason (A341/B399ff), where the substantiality of the I is denied. 
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Strictly speaking, therefore, the numbers themselves are only present at the 
entry and exit points of the calculation, but are completely absent during the 
calculation itself. The process of calculation is mechanical, in a sense quite close 
to the one used in relation to machines and mechanism. What it applies to are 
(usually) marks on paper, and it is sensitive only to their visible geometrical 
properties. The operations that we perform (writing further symbols) are also 
definable in terms of geometrical properties. In other words, calculation is per-
formed almost purely within the bounds of res extensa. There are two exceptions: 
the interpretation of the symbols at the input and output points. The meaning of 
symbols cannot be counted part of their res extensa aspect, and yet without ac-
knowledging their meaningfulness, we can’t think of our procedure as calcula-
tion over and above the mere producing of marks on paper.20  

What the mechanical nature of calculation provides is epistemic security. 
Since each step can be written down, surveyed in a glance and compared with 
the table of instructions, any mismatch will be evident and public. Many philos-
ophers, most notably Leibniz, have entertained the hope of enjoying the epistem-
ic virtues of calculation in domains beyond mathematics. Such a project requires 
a notation system in which the properties of the subject matter are reflected in the 
form of the symbols. The formalized languages of modern logic, for example 
Frege’s Begriffschrift and Hilbert’s deductive systems, can be seen as systems of 
generalized calculation, designed to be applied to any subject matter. However, 
these systems implement one particular method of calculation, and the question 
of a general analysis of the concept of calculation is left open.  

Historically, the need for such a general analysis became pressing with the 
appearance of Gödel’s incompleteness theorems. Gödel showed that any formal 
system, the syntax of which can be captured by recursive functions, and which 
can represent recursive functions in an appropriate sense, is incomplete. Hilbert’s 
arithmetical system fulfilled these conditions, and was thereby proven incom-
plete. 21 However, since recursive functions were only one particular form of 
calculation, there was doubt (at least, Gödel doubted) whether the theorems 
would apply to any formal calculus whatsoever. This doubt was resolved by 
Turing’s general analysis of calculability, in terms of imaginary computing ma-
chines. Turing’s machines operate on written symbols, and their simple and high-
ly scalable design enables a mathematical definition of various classes of rela-
tions on strings, most importantly the class of computable and computably enu-
merable (c.e.) relations. It was proven that the class of recursive functions on 
strings is exactly the class of Turing-computable functions on strings, which 
showed that Gödel’s results hold for all systems with computable syntax. Tu-

 
20 This “formal symbol manipulation” account of computing has come under attack in 

recent decades, e.g. in (Smith, 2002; Fresco, 2014, who provide many further references). 
However, this literature is mostly concerned with the concept of physical computation, 
especially in the context of computational cognitive theory, so it is irrelevant here. (It will 
become more relevant in the next subsection).  

21 Frege’s system had, of course, other problems.  
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ring’s account was accepted (in particular by Gödel) as definitive of the concept 
of computability.22 

With respect to this history we ask: (a) What role does the notion of a ma-
chine play in Turing’s account? (b) What convinced Gödel of the account’s valid-
ity and generality? Regarding question (a), we note that calculation by itself, as 
exemplified above in the long addition algorithm, makes no reference to ma-
chines, though it does depend on the notion of the mechanical. We note also that 
of the general accounts of calculation that preceded Turing’s or were independent 
of it—Church’s lambda calculus, Gödel’s and Kleene’s general recursive func-
tions, Post’s production systems—none mentioned machines in any way. In fact, 
if we look closely at Turing’s account, we see that the reference it makes to ma-
chines is, strictly speaking, superfluous. The actual Turing machine construction 
is nothing but a straightforward generalization of the long addition algorithm, 
arrived at by simplifying the instruction table to very basic operations. There is 
no compulsion to describe it as a machine, and we can just as well describe it in 
psychological terms (as Post did). On the face of it, then, the answer to question 
(a) is that the notion of a machine plays no role at all in the content of Turing’s 
analysis of computability.  

However, when we ask about the perceived conceptual superiority of Tu-
ring’s account over the other accounts (question (b)), it is hard to avoid the im-
pression that it is due precisely to Turing’s appeal to the notion of machine. The 
point of this appeal is to convince the reader that the procedure described re-
mains squarely within the bounds of the mechanical, or res extensa, and, there-
fore, guaranteed to have the epistemic virtues associated with paradigmatic cal-
culation. The fact that a machine can “perform” Turing’s generalized algorithms 
promises that only geometrical properties of the objects of calculation are ap-
pealed to, and in particular that no semantic properties are exploited. This is, 
however, ascertainable even without the machine trope, for example if we inter-
pret Turing’s algorithms as instructions for human computers. The machine trope 
ultimately has just an auxiliary expository role in Turing’s argument.23 

In order for the machine trope to fulfill its expository role, the machines in 
question have to be exactly the classical mechanical machines, the ones that 
Descartes was thoroughly acquainted with. There is no impediment to realizing 

 
22 This story is told in many places, for example in (Sieg, 2013).  
23 For Gödel’s well-known endorsement of Turing’s account, see for example the 1951 

essay in (Gödel, 1986): “The most satisfactory way [of arriving at a definition of comput-
able function of integers] is that of reducing the concept […] to that of a machine with 
a finite number of parts, as has been done by the British mathematician Turing”.  

See (Sieg, 2013, §1) for more quotes by Gödel to a similar effect. See also (Sieg, 2001) 
for a more general discussion. Gödel does mention machines already before the appear-
ance of Turing’s work. In his 1933 paper (Gödel, 1986), inference rules in formalized 
languages are characterized as: “[P]urely formal, i.e. refer only to the outward structure of 
the formulas, not to their meaning, so that they could be applied by someone who knew 
nothing about mathematics, or by a machine”. 
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Turing’s machines with gears, chains and a crank rather than scanners, printers 
and tapes. Indeed, but for their scalability, Turing’s machines would be much 
simpler to engineer than the average moving statue. But if computing machines 
are not essentially different from mechanical machines, why do we have the 
impression that they stand a better chance than the latter of simulating human 
cognition? Conversely, why did Descartes fail to see that classical machines a r e  
capable of such simulation?  

The answer to this puzzle has been given in our discussion of the long addi-
tion algorithm above. There, we mentioned two points in the procedure of calcu-
lation that went beyond the merely mechanical: these were the input and output 
points, at which the meanings of the symbols were appealed to. If we ignore 
these semantic limit points, the computer, whether human or machine, cannot 
properly be said to compute, but only to be moving bits of res extensa about (or 
rather, to be bits of res extensa moving about). It is the person writing the input 
on, and reading the output off, the tape who is performing the computation, using 
the machine as they would a slide rule or a sophisticated abacus.24 In order to 
treat machines as genuinely computing, we have to revise our notion of a ma-
chine. We now include the semantic limit points of the computation procedure 
within our notion of computation, and accordingly, we include the interpretation 
of the symbols on the machine’s tape as belonging to the machine. Thus, we 
distinguish between, on the one hand, Turing’s machines, which are strictly me-
chanical and used by Turing as an expository trope in his classic account of (hu-
man) calculation; and on the other, Turing machines which are to Turing’s ma-
chines as a closed interval is to an open one—they include the limit points. Tu-
ring machines are not just bits of res extensa moving about, for their symbols are 
not mere geometrical shapes—they are symbols properly so-called, i.e. bits of 
res extensa that designate things. Only in this sense can we say that the machine 
returning, say, the string “41” upon receiving the strings “13” and “28”, com-
putes addition. It is the concept of a Turing machine, and not a Turing’s machine, 
that stands a chance at simulating human cognition.  

Recall, Descartes’ worry was that the semantic aspect of linguistic compe-
tence was incongruent with the explanatory resources of mechanism. On our new 
understanding of computing machine, the semantic layer is built-in. Should Des-
cartes be satisfied? Probably not. The new machines might be said to compute, 
but they also explicitly go beyond the purely mechanical. It is therefore not cor-
rect to say that we have shown, by appealing to computing machines, that mech-
anism about the mind as Descartes understood it is tenable. Rather, we have 
changed the subject. 

 
24 See the first three sections of (Papayannopoulos, 2020) for a more detailed state-

ment of roughly this view.  
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1.5. The Cognitive Inversion 

The main empirical enterprise that makes use of the theory of computability 
as the basis for a mechanistic outlook is the computational theory of mind. This 
theory emerges from the concept of computation through two conceptual twists.  

First, as we recounted above, the notion of computation originally referred to 
a species of conscious human activity, not something specifically related to ma-
chines. Admittedly, due to the mechanical or rote character of computation, no 
emphasis needed to be placed on “conscious”. But calculating is something 
a person does intentionally, not something done in the background. In Turing, 
I claimed, the appeal to the idea of a machine was just an expository trope. How-
ever, once it was shown in theory what such machines could do, it was 
a (relatively) small step to building them in practice. The success of this project 
was so overwhelming that the word “computing” and its cognates came to be 
associated exclusively with machines. This is a conceptual twist. Turing exploit-
ed the fact that both human computation and machines are mechanical, in order 
to argue that his mathematical model captures human computation. Actual com-
puting machines do the conceptually opposite—they exploit the mechanical 
character of human computation in order to take over the rote part, leaving hu-
mans the sole job of interpreting the results.  

Once actual physical computers became available and familiar, it was 
a (relatively) small step to using them as a model for human u n c o n s c i o u s  
cognitive activity. In digital computers we distinguish between the hardware, 
which is the machine itself, and the software, which is, roughly, a representation 
of the design of the machine which abstracts from any physical implementation. 
This distinction allows us to implement several abstract machines on a single 
physical machine.1 Analogously, one is tempted to view the brain as a piece of 
naturally developed computer hardware, on which various software programs are 
implemented. The software corresponds to the human mind. Cognitive phenom-
ena are then explained in terms of software implemented in the brain. In this way 
the notion of computation, which started out as pertaining to the human mind, 
made its way back to the mind after having been appropriated by machines. And it 
came back transformed, being now postulated to underlie the whole of human 
unconscious cognitive makeup, rather than being one type of conscious human 
activity.2  

The idea of a computing machine thus provides a basis for a methodlogically 
sound and empirically fruitful science of the human mind. Does this provide 
support for metaphysical mechanism about the mind in the same way that mech-
anistic physiological theories provided support for metaphysical mechanism 
about animals?  

 
1 For complications regarding the hardware/software distinction, see (Duncan, 2017). 
2 See (Gardner, 1987) for a detailed history of cognitive science (with relation to the 

present paragraph, see pp. 16ff, 40f, 138ff, 384ff ).  
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Ideally, a full mechanistic theory of the mind would show how cognitive 
phenomena follow from the physical description of the brain in the same way 
that the behavior of a digital computer follows from its physical makeup. How-
ever, currently at least, we are nowhere near such a full derivation. In practice, 
cognitive science makes progress by abstracting from the physical implementa-
tion, the hardware, of the mind, and studying just the software, the system of 
conscious and unconscious mental processes and representations that underlie 
human capacities and behavior. For example, Chomsky explains the cognitive 
phenomenon of linguistic competence by postulating a specialized language 
faculty, described as an “abstract linguistic computational system” which is “an 
internal component of the mind/brain” (Hauser, Chomsky, & Fitch, 2002, 
p. 1570f). By “abstract” what is meant, supposedly, is that the physical imple-
mentation of the computational system is abstracted from.  

This strategy, of abstracting from the physical implementation, has implica-
tions for our question. Computation, as we have understood it in the previous 
subsection, is the mechanical manipulation of strings of symbols, such that the 
symbols are visually, or anyway sensibly, individuated, in other words that they 
are res extensa. This b o t t o m - u p  character is what endows computation with 
its epistemic virtue, and also what connects it with the doctrine of mechanism. 
With computing machines, things become a little more complicated because we 
add a non res extensa layer, the level of interpretation; but the bottom-up charac-
ter of computation is kept, because the symbols are still manipulated strictly 
mechanically. However, in the mind there is nothing that corresponds to the 
visible strings of symbols of conscious computation, and the abstraction from 
hardware eliminates all reference to the physical substrate of the computing 
machine. The representations that the computations of cognitive science operate 
on are individuated t o p - d o w n , by their systematic contribution to the compu-
tation of the phenomena, or in other words, functionally. Such functionalism 
does not, perhaps, invalidate cognitive science as a science; but it seems to waive 
the mechanistic demand for positivity.3 

Another way to state the problem is this. As far as I know, Chomsky never 
fully specifies what is meant by “/” in “mind/brain” in the quote two paragraphs 
above. The intention is probably to flag the fact that, although abstract represen-
tations are immaterial, no metaphysical dualism is thereby implied, since we 
expect them to be reduced to neural terms at some time in the future. On this 
understanding, the “brain” in “mind/brain” is a promissory note to the effect that 
cognitive science (in this case linguistics) will, at some point, be reconciled with 
mechanism proper. Read in this way, the phrase “mind/brain” is an implicit en-
dorsement of mechanism about the mind. However, the promissory note is a rain 
check, not motivated by any existing positive theory of the relation between 

 
3 See (Miłkowski, 2013) for a relatively nuanced discussion of mechanism about the 

mind in the context of cognitive theories and the so-called new mechanism. Miłkowski’s 
view of computation is not the one presented in the previous subsection.  
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linguistic capacity and anything in the brain; it is motivated solely by the wide-
spread conviction that everything cognitive has its seat in the brain. This convic-
tion is too widespread to doubt, at least in certain prominent circles, but this is 
not the same as being a positively discovered empirical fact. To the extent that it 
purports to be more than just a methodological injunction to seek explanations of 
cognitive facts in the brain, in other words, to the extent that it presumes to be 
a metaphysical thesis, it is a vacuous mechanism, in the sense of §1.2.4  

In this subsection and the previous we considered, all too briefly, the notion 
of a computing machine and its application to the empirical study of the mind. 
The question was whether computing machines can provide positive ground to 
mechanism about the mind in the same way that moving statues and mechanistic 
physiological theories grounded mechanism about animals for Descartes. On the 
one hand, the new conception of computing machine, and the cognitive science 
built upon it, give up on many of the features that made mechanism attractive—
the inertness of matter, the bottom-up derivation of phenomena, etc. On the other 
hand, the empirical success of cognitive theory, as well as the engineering 
achievements in the field of computing machines, show that the new conception 
is stable and fruitful. I leave the issue undecided. I turn now to consider whether 
we cannot find a principled argument against mechanism in Gödel’s incomplete-
ness theorem.  

2. The Gödelian Argument 

Our foregoing exposition of computational mechanism about the human 
mind was not sufficiently precise for Gödel’s theorem to be applied to it. In the 
present section, our tasks are, first, to provide a sharp(ish) formulation of mecha-
nism; second, to give a correspondingly sharp rendering of Lucas’s famous Gö-
delian anti-mechanist argument; and finally, to topple this argument from several 
angles. In closing, I shall sketch a diagonal argument that I think stands a better 
chance. 

2.1. Mechanism About the Mind 

Mechanism about the mind, on the construal sketched in §1.5 above, is the 
claim that every natural aspect of human cognition, or in other words every cog-
nitive phenomenon, is the result of a computational system that is part of the 
mind. Cognitive science studies many phenomena that don’t manifest themselves 
through language, but they are arguably not relevant to the issue at hand, and 

 
4 This is not to say that no connection has been made between linguistic theory and 

the brain sciences. See in particular the findings reported in (Grodzinsky & Santi, 2008) 
and papers cited therein. However, it is clear that these findings are very far from suffi-
cient to metaphysically ground Chomskyan theory in the brain sciences. They should 
rather be considered the fruit of Chomskyan mechanism, where the latter is viewed as 
a research program, not a metaphysical thesis.  
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I put them aside. We therefore think of a cognitive phenomenon as a set of sen-
tences uttered or assented to by speakers, and of a mechanistic explanation as an 
algorithm that enumerates the set. 

We assume that natural languages are fully intertranslatable, and identify 
them all with a single language L, which we assume for convenience is a formal-
ized first-order predicate language. In addition, we assimilate to L the language 
in which the mental computations are carried out, the Language of Thought, as it 
were. Such assumptions seem to be implicit in much of the practice of (linguisti-
cally oriented) cognitive science. Let SL be the set of sentences of L. Cognitive 
phenomena are associated with certain subsets of SL, which I shall call their 
y i e l d . Scientific mechanism is the call, given a cognitive phenomenon A, to 
look for an algorithm that enumerates its yield SA. Metaphysical mechanism is 
the claim that the mind really is computational, which we express as follows: 

Metaphysical Mechanism: Let L be the language of the mind. If SA ⊆ SL is the 
yield of a natural human cognitive phenomena A, then SA is computably enumer-
able (c.e.).  

By our assumptions, SL itself is infinite and c.e. (in fact, computable). Being 
infinite, it will have non-c.e. subsets. On pain of trivializing the question, mech-
anism therefore cannot be equated with the claim that all subsets of SL are c.e. 
We need some means of characterizing the class of subsets that are of interest, i.e. 
that correspond to cognitive phenomena.  

Cognitive science is an empirical discipline, one that studies phenomena as 
they are given in observation and experiment. Let’s further restrict the experi-
mental paradigm to that in which sets of sentences (or judgments about sentences) 
are collected from subjects, whether they occur naturally or through elicitation. 
In practice, experiment and observation can only give rise to finite sets of per-
ceived sentences. Again, on pain of trivializing the question, we cannot assume 
that the yields of phenomena are finite, since finite sets are trivially computable. 
To bridge the gap between the finitude of the sets actually given, and the infini-
tude of the sets yielded by cognitive phenomena, we call on our previous distinc-
tion (§1.2) between data and phenomena, and on our notion of idealization 
whereby the latter is constructed from the former. This allows us to consider 
infinite subsets of SL as cognitive phenomena. Clearly, much hangs on which 
idealizations are allowed. 

In order to have an actual case before our eyes, let’s think again about Chom-
skyan linguistics, and in particular the cognitive phenomenon of linguistic com-
petence. The premise of linguistics is that there is a language faculty which com-
putationally enumerates, or “generates”, the set of sentences that speakers accept 
as grammatical in their language. It is the job of the linguist to find the generat-
ing algorithm.5 The phenomenon of linguistic competence is associated with an 

 
5 See, e.g., (Chomsky, 1957; 1975).  
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infinite set S of sentences. The data available to the linguist has to be finite.6 S is 
therefore the product of idealizations performed on a finite data set D. The opera-
tions involved are roughly two: extrapolation to an infinite set, and cleaning up 
the data into a well-behaved collection that exhibits enough regularity to be stud-
ied scientifically.  

Let’s look closely at an (unrealistic) example of idealization. Let sJ be the 
sentence: 

(1) John is very, very tall. 

Let sJ{n} be the result of replacing “very, very” in sJ with a string of n times 
“very”. Since data sets are finite, no data set will contain sJ{n} for every n. 
However, clearly we could procure a data set DJ such that sJ{n} ∈ DJ for every 
n less than some integer k, i.e. with no gaps below k. It seems reasonable to ex-
trapolate DJ to a set SJ, such that sJ{n} ∈ SJ for every n. Note that, clearly for 
some integer l, sentences sJ{n} longer than l will not appear in any data set. They 
will simply be too long. But this shouldn’t discourage us from accepting SJ, since 
we can reasonably ascribe the absence to factors that lie outside the language 
faculty proper, for example to constraints on memory or on patience.  

In addition, and especially if DJ is drawn from a corpus of naturally occurring 
speech rather than elicited speaker judgments, there may be sentences in DJ that 
we refrain from carrying over to SJ. Naturally occurring speech is the product of 
many heterogeneous factors, the language faculty being just one. The subject 
may be distracted midsentence, or interrupted, or there might be another reason 
for us to decide that an observed sentence does not reflect a genuine product of 
our language faculty. In this way not only will there be many sentences in SJ that 
were not directly given in DJ, but also sentences that were given can be filtered 
out of the phenomenon to be explained. SJ is, therefore, both extrapolated and 
pruned, relative to the data set DJ.  

This doesn’t mean that anything goes. There have to be constraints on which 
extrapolations and which prunings are legitimate, constraints which I shan’t 
attempt to specify precisely. Instead, let me give an example of an illegitimate 
idealization. Consider the following experiment. The subject is presented with 
a natural number 𝑛𝑛, and is asked to form a grammatical sentence with 𝑛𝑛 words. 
This is a task that linguistically competent subjects can perform with ease, for 
example by giving sJ{n - 3} as an answer (for n > 2, of course). Let DB be the set 
of sentences actually collected in the experiment, a finite set. Now let B be some 
non-c.e. set of natural numbers with an initial segment identical with the set of 
lengths of sentences in DB. Finally, let SB be a set of sentences such that DB ⊂ SB, 
and such that if s ∈ SB and n is the length of s, then n ∈ B. In other words, B is the 
set of lengths of sentences of SB, and SB is an extrapolation of DB, conditioned by 

 
6 See (Pullum & Scholz, 2010) for a critique of the assumption that an infinite set has 

to be assumed.  
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B. It follows that B is Turing-reducible to SB—all we need to do is count the 
lengths of sentences in SB—and therefore that SB is non-c.e. But SB was extrapo-
lated from the (imagined but) plausible data set DB. If this extrapolation is 
a legitimate idealization, then SB is the yield of some cognitive phenomenon, and 
thus a counterexample to computational mechanism. 

Clearly, SB is not a legitimate idealization of DB. I will not attempt a state-
ment of general conditions on legitimate idealization, but the condition that this 
example suggests is that extrapolation has to preserve and continue trends exist-
ing in the original set. The concept of a trend and its continuations is not a very 
precise or determinate notion, but since B was chosen arbitrarily, it obviously 
does not fit the bill. In the case of DB, the idealization is conditioned by a set that 
is completely external to the mind, so the fact that it is not c.e. is not a counter-
example to mechanism after all. More generally, when we idealize a data set into 
a phenomenon, the principle that guides the idealization must somehow reflect 
the situation in the mind.  

2.2. Gödel’s Theorem and Its Proof 

With this sharpened statement of mechanism in hand, let’s turn our attention 
to the Gödelian argument. First, let’s review Gödel’s theorem and proof.  

Let LT be a formalized language.7 A set T ⊆ SLT is a t h e o r y  if it contains the 
logical axioms and is closed under the logical inference rules; it is a f o r m a l -
i z e d  t h e o r y  if it is, in addition, c.e.; and it is said to c o n t a i n  a r i t h m e t i c  
if it contains the Peano axioms (LT is therefore implied to contain the language of 
arithmetic).8 T is c o n s i s t e n t  if T ≠ SLT, equivalently if for no LT sentence α: 
α, ⸢¬α⸣ ∈ T.9 

Theorem G1: If T is a consistent formalized theory that contains arithmetic, 
then we can compute from (the algorithm that enumerates) T a sentence gT ∈ SLT 
such that gT, ⸢¬gT⸣ ∉ T.  

P r o o f : Let c(x) be a mapping from numbers to LT sentences, called t h e  c o d -
i n g  s c h e m e . ⸢n�⸣ is the numeral in LT  that refers to the number n.  

 
7 As before, I limit consideration to standard first-order languages.  
8 It is possible to state the theorem also for weaker conditions, but this will not affect 

the argument.  
9 The corner quotes are used in order to form names of expressions by concatenating 

symbols with other names of expressions. “α” in the text is a variable over sentences; 
“⸢¬α⸣” is a function taking a sentence and returning its negation. The source is (Quine, 
1940, p. 33ff), though I also allow constant names (e.g., “gT” below) to occur in corner 
quotes. This is not exactly the same as the (more common) use of corner quotes to signify 
Gödel codes. 
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Lemma 1 (Reflection): There is a unary formula PRV(x) of LT, such that for 
every n: 

c(n) ∈ T if and only ⸢PRV(n�)⸣ ∈ T. 

Lemma 2 (Diagonalization): There is a number k (which can be computed from 
T) such that: 

⸢¬c(k)⸣ ∈ T if and only if ⸢PRV�k��⸣ ∈ T. 

From the two lemmas it immediately follows that: 

(2) c(k) ∈ T if and only if ⸢¬c(k)⸣ ∈ T. 

We put gT for c(k). By consistency of T, the theorem follows.         □ 

The sentence gT effectively says of itself that it is not in T. Consequently: 

Corollary: Under the hypothesis of the theorem, gT is true.  

2.3. The Gödelian Anti-Mechanist Argument 

The Gödelian argument applies theorem G1 to the sharp statement of mecha-
nism given in §2.1. The language in question will be the general language of 
cognition L. Call a set T ⊆ SL G ö d e l i a n  if it is a consistent formalized theory 
that contains arithmetic. For each Gödelian set T, by G1 and its corollary, we 
have a true sentence gT ∉ T. Let SG = {gT : T is Gödelian}. Clearly no superset of 
SG is Gödelian. Otherwise put: 

Fact: A consistent superset of SG that contains arithmetic is not c.e.  

For the anti-mechanist it therefore suffices to find a cognitive phenomenon 
A such that: 

(a) SA contains arithmetic, 
(b) SA is consistent, 
(c) SG ⊆ SA.  

Condition (a) points to an immediate suspect. On the model of Chomsky’s ap-
proach to language, we posit a human cognitive faculty C, which accounts for 
our arithmetical competence—our ability to recognize the truth of arithmetical 
sentences. Clearly, SC contains arithmetic in the appropriate sense. 
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Why assume, as per condition (b), that SC is consistent? On the face of it this 
seems false. After all, individuals often make mistakes and change their minds 
about arithmetical statements, resulting in inconsistencies in the accumulated set 
of accepted sentences. However, it is clear the arithmetical judgments that people 
actually make, the data set, do not fully reflect their cognitive arithmetical faculty, 
if such there is. Following the Chomskyan practice outlined in §2.1, we allow 
SC to be an extrapolated and pruned extension of the set of arithmetical sentences 
that are actually asserted. First, the finite data set (the set of actually uttered 
arithmetical judgments) is extrapolated into an infinite set (this was already im-
plicitly assumed for condition (a)). Second, it is cleaned up by pruning it of in-
consistencies and, perhaps, of falsehoods generally. The Chomskyan procedure 
for arithmetical competence is therefore assumed to result in a sound, or at least 
consistent, set SC.10 

In order to show condition (c), that SG ⊆ SC, the anti-mechanist appeals to the 
corollary to G1, in which gT is proven for arbitrary T. The reasoning here is that 
gT is mathematically proven (though not, of course, in a formal system), which is 
to say recognized as true. Since C was characterized as the ability to recognize as 
true arithmetical sentences, we have gT ∈ SC, and since T was arbitrary, we have 
SG ⊆ SC.11  

Since conditions (a, b, c) hold, by our Fact above it follows that SC is not c.e. 
By our characterization of Metaphysical Mechanism (§2.1), it follows that me-
chanism is false. This is the Gödelian anti-mechanist argument. We now turn to 
its refutation. 

The arguments for all three conditions contain serious problems. First, in 
proving that condition (c) holds, we assumed that all gT’s are proven true. For 
this we have relied on the corollary to G1. However, the corollary carries over 
the hypothesis of the theorem, namely that T is Gödelian, and in particular, con-
sistent. The sentence gT for a particular T is only proven by the corollary if T is 
consistent. But it is no claim of the anti-mechanist argument that we can see 
whether a given arithmetical theory is consistent or not. Nor is this a plausible 
premise to add to the argument. But without it, it is not the case that we have 
proved the gT’s, not even informally, and, therefore, it is not the case that SG ⊆ SC. 
What we have proven is the set of conditionals SG

*  = {⸢if T is consistent, then 
gT⸣}, for T c.e. and containing arithmetic. But SG

*  is certainly c.e., and so are 
many of its supersets. It was, therefore, not shown that SC is non-c.e.12 

Though this objection seems conclusive, the other problems I shall mention 
are arguably more illuminating philosophically. The first problem is with the 
appeal to arithmetic in condition (a). The second is with the idealization per-
formed in the appeal to competence in condition (b).  

 
10 Compare (Shapiro, 1998, p. 275). 
11 Compare this with the moves in (Lucas, 1961) and (Penrose, 1989). 
12 An early statement of this objection is in (Putnam, 1960). See also (Bowie, 1982) 

and (Krajewski, 2020). 
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2.4. Against Arithmetic 

The first point to become aware of is that, strictly speaking, it is not arithmet-
ical competence that is doing the work in the Gödelian argument. By a specifi-
cally arithmetical competence we mean, I assume, the kinds of specifically 
arithmetical reasoning that we perform in order to reach arithmetical conclusions. 
In formalized theories, “specifically arithmetical reasoning” means logical rea-
soning from arithmetical axioms. Establishing an arithmetical theorem by means 
of, say, a set-theoretic proof can hardly count as an exercise of our pure arithmet-
ical ability, but seems clearly to go beyond it and rely on additional resources. 
From the other direction, it seems that our specifically arithmetical competence 
is all but idle in our knowledge of the truth of arithmetical sentences such as “2 = 
2 ∨ 2 ≠ 2”. It is, therefore, not just the character of the theorem proved that 
determines which cognitive competence is responsible for its knowledge, but 
also the character of the proof. 

Assume, contrary to fact, that theorem G1 does allow us to prove, as a corol-
lary, all members gT of the set SG. Formally, the Gödelian argument would then 
go through, since we would have proven all members of a non-c.e. set. However, 
it would be wrong to say that we proved them using our arithmetical competence. 
The reasoning that led us to accept the corollary to G1 has nothing to do with 
arithmetic. It is justified only by the equivalence of gT with its own unprovability, 
which is a metamathematical, not an arithmetical, fact. Granted, gT itself is, in 
principle, an arithmetical sentence; but its specific arithmetical content is com-
pletely abstracted from in the proof, and is anyway dependent on the coding 
function c(x), from the precise content of which we have also abstracted. All we 
rely on in the proof of G1 and its corollary are the metamathematical properties 
of gT. Thus, even if the Gödelian argument had been valid formally, it would not 
show that arithmetical competence is non-computational. 

The reason that the Gödelian anti-mechanist appealed to arithmetical compe-
tence is that Gödel’s theorem is ostensibly about arithmetic. Looked at more 
carefully, however, we see that the connection between G1 and arithmetic is not 
that straightforward. Technically, the role that arithmetic plays in G1 is the fact 
that arithmetical theories represent, in the proof-theoretic sense, all recursive 
relations between numbers.13 Given the well-known connections between recur-
sive relations on numbers and computable relations on strings, this means that 
arithmetical theories can represent computable relations between strings. This is 
the point at which G1, in its classic formulation, makes contact with the notion of 
computability. The diagonalization function and the provability predicate are, 
respectively, a computable and a c.e. relation on strings, whence our Lemmas 1 and 
2 in the proof-sketch above.  

 
13 In what follows I’ll be loose and say “represent recursive (computable) relations” as 

shorthand for “strongly/weakly represent recursive/r.e (computable/c.e.) relations”.  
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Once we highlight this, however, it becomes clear that the coding function 
and the use of recursive relations are just a detour. Theories are sets of strings, 
and provability in a theory T (for us, the predicate “x ∈ T”) is a property of 
strings. In order to state Lemma 1 in the above proof (repeated here for conven-
ience), we appealed to the coding function c(n) on one side of the equivalence, 
and to the predicate PRV on the other:  

(3) c(n) ∈ T ⇔ ⸢PRV(n�)⸣ ∈ T 

Neither the coding function, nor the possibility of mentioning predicates, are 
part of Gödel’s formalized arithmetical object-theory. This is clear from the fact 
that the language of the object-theory doesn’t, in the general case, contain refer-
ence to strings. Both the coding function and the term referring to the provability 
predicate are defined in Gödel’s unformalized metalanguage. If we were to for-
malize the metalanguage, we would have to include strings in its domain, along-
side numbers. However, once we can refer to strings, all reference to numbers 
can be dropped. The syntactic concepts, in particular the provability predicate, 
are originally defined in terms of strings.14 The form of Lemma 1 is simpler 
when stated for theories T that contain string theory instead of number theory: 

Lemma 1* (Reflection): There is a unary formula PRV*(x) ∈ LT, such that for 
every sentence s ∈ LT,  

s ∈ T ⇔⸢PRV* (s̅)⸣ ∈ T.15 

Lemma 1* is a product of the fact that PRV*(x) is a c.e. relation, and that 
string theories proof-theoretically represent such relations. Since theories are 
understood as sets of strings, reference to strings is anyway unavoidable, unlike 
reference to numbers and, hence, Lemma 1* is a more basic statement of the fact 
expressed by the original Lemma 1 above. The references to coding and to recur-
sive relations in Lemma 1 are just a detour through arithmetic that allows us to 

 
14 Gödel himself, in the original paper (Gödel, 1953), refers to the more or less string-

theoretic syntactic definitions in Łukasiewicz and Tarski (Tarski, 1956). Łukasiewicz and 
Tarski define the syntactical notions using set-closure definitions, which are the explicit 
higher-order counterparts of recursive definitions. Being higher-order, they are not com-
putable. One of Gödel’s crucial contributions in (1953) was to show how sequences can 
be coded into single numbers, allowing him to give, in the case of the syntactic notions, 
explicit counterparts of recursive definitions without going higher-order. The detour 
through arithmetic was thus necessary for Gödel at the time, in order to be able to code 
sequences. However, string sequences too can be coded in terms of single strings, though 
this technique was probably not available to Gödel. See (Quine, 1936; 1944) for work in 
string theory (concerned with elementary, not computable, relations). See (Grzegorczyk, 
2005) for a development of Gödel’s results in a string-theoretic setting.  

15 ⸢s̅⸣ is the name of the string s.  
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apply Lemma 1* to a special case. In fact, G1 can be applied to any theory which 
represents c.e. relations, whether it deals with strings, numbers, sets or what have 
you. The corresponding form of the theorem is:  

Theorem G1*: If T is a consistent formalized theory that represents computable 
relations, then we can compute from T a sentence gT  such that gT, ⸢¬gT⸣ ∉ T. 

The upshot is that arithmetic is not part of the essential subject matter of 
G1 at all. G1 is a metamathematical theorem about formal proof systems in gen-
eral, if they capture computable relations.  

This suggests that arithmetical competence is the wrong cognitive phenome-
non to use in a Gödelian anti-mechanist argument. It is simply not the right setup 
for an application of G1. We might conjecture some other kind of competence, 
more in tune with the essential content of G1; but whereas a natural arithmetical 
competence is somehow easy and smooth to postulate, there is no obvious natu-
ral cognitive competence that corresponds to the subject matter of G1 in the way 
required. Should we say we have a natural metamathematical competence? Or 
some general epistemological faculty? It is not clear that any reasonable form of 
mechanism has to be committed to this. 

The upshot of the foregoing is that, even if the formal objection of the previ-
ous section did not apply (per impossibile), still the argument would not achieve 
its purpose, since it does not show that our arithmetical competence is non-c.e. 
One comment before we move on. From the foregoing discussion one might get 
the impression that Gödel’s theorem is only accidentally connected with arithme-
tic, and that it is only a historical accident that the theorem has been discovered 
through its application to arithmetic as a special case. Inasmuch as Gödel’s theo-
rem is ultimately about theories, not about numbers, and theories are made up of 
strings, this impression is correct. However, the connection between arithmetic 
and string-theories is not just a historical accident. As we know, both the theories 
and the structures of strings and of numbers are very similar, and any result about 
the one can be expressed in terms of the other.16 Indeed, numbers have a philo-
sophical advantage over strings in that they constitute a single natural domain, 
whereas when considering strings concretely we have to fix a particular alphabet 
arbitrarily. We can say that the domain of numbers distills the invariant element 
in string domains. That would be a sense in which G1 is about arithmetic after all. 
In any case, it is not immediately about arithmetic, and making the connection 
clear and explicit will require further work.  

2.5. Against Competence 

The second philosophical problem with the Gödelian argument is with the no-
tion of competence. In particular, the idealization performed in generating the 

 
16 See (Corcoran, Frank, & Maloney, 1974; Svejdar, 2008) for more on this.  
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phenomenon SC from the set of actually uttered arithmetical sentences  (see condi-
tion (b) above) is not legitimate. 

Recall, following Chomsky, we have allowed the yield of cognitive phenom-
ena, our “competences”, to be extrapolated and pruned from data sets. But not 
every extrapolation and pruning would work. We cannot, for example, idealize 
away from the phenomenon a pattern of usage found in the data just because it 
doesn’t conform to the theory we are inclined to accept. Nor can we idealize into 
the phenomenon something that didn’t exist in the data set, unless we can be 
convinced that it reflects something in our cognition, and that some factor related 
to performance blocks it from being manifested in the data set. For example, we 
cannot condition our idealization on some decidedly external factor, like the set 
B from §2.1.  

With regard to the Gödelian argument, the question is whether the finite and 
inconsistent set of humanly asserted arithmetical sentences, the arithmetical data 
set, can legitimately be idealized into an infinite consistent set. The analogy with 
Chomskyan grammatical competence is misleading. Granted, Chomsky some-
times speaks of grammatical competence in terms of (tacit) grammatical 
knowledge, and in our case too we speak of arithmetical knowledge. But there is 
an important sense in which grammar doesn’t behave like knowledge at all. 
Knowledge, as usually understood, describes a belief that could have been false, 
and happens to be true. For example, if I know that 2 + 2 = 4, this implies that 
I could have falsely believed that 2 + 2 > 4. And my belief counts as knowledge 
partly because, in point of fact, 2 + 2 = 4 is the case. Nothing corresponds to this 
in grammatical competence. There is no external domain of independent facts to 
which grammatical knowledge needs to correspond. No one is ever mistaken 
with respect to their tacit beliefs about grammar. It makes no sense to say that the 
sentence: 

(4) John is very, very tall, 

is both ungrammatical (for someone) and generated by that person's grammar. 
There is no external norm against which “knowledge” of language can be as-
sessed.  

Compare this now to the case of arithmetic, and to the idealization of arith-
metical competence. The kind of knowledge that arithmetical competence is 
supposed to furnish its bearer with is genuine knowledge, one that refers to an 
independent reality. Unlike in the case of tacit grammatical knowledge, there is 
a sense in which we can say that we could have been wrong, that our arithmetical 
competence could have yielded 2 + 2 > 4, in contradiction to actual fact. In 
arithmetic, there is, unlike in grammar, an external standard to which knowledge 
is compared.  

This, I submit, makes the idealization of linguistic competence, relied on in 
the Gödelian argument above, illegitimate. If, in constructing a phenomenon, we 
base ourselves on something we know is external to the mind, like the set B of 
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§2.1, then the result cannot be counted a natural human cognitive competence, 
and mechanism about the mind makes no pronouncement about it. The mind 
might be thoroughly computational in the sense that the belief system of an indi-
vidual is c.e., and yet the set of beliefs which constitute knowledge depends on 
factors external to the computational description.  

This problem holds especially clearly if the assumption is that the arithmeti-
cal faculty is s o u n d  (not just consistent), and arguably this is the assumption 
that the anti-mechanist needs. But even if we only assume consistency, there is 
still here a reliance on an external standard, this time the truth of logical sentenc-
es. The issue is simply transferred to the question of logical competence, and 
here it is again soundness that is at stake.  

To sum up, the Gödelian argument is mistaken in its assumption that we can 
treat arithmetical competence as having a consistent yield. This was one of the 
main premises of the argument, and so the argument fails.  

2.6. The Tarskian Argument 

In this section we have reviewed the Gödelian anti-mechanist argument and 
found, not only that it contains a formal fallacy, but also that its basic premise, 
the juxtaposition of human arithmetical competence with formalized systems, is 
deeply misguided. To conclude the paper, let me briefly sketch an anti-mechanist 
argument that I think has better prospects. This argument is based on Tarski’s 
indefinability theorem, so it is also a kind of diagonal argument. Let’s review, 
first, the theorem and its proof. Say that a language M, expressing the truth pred-
icate for a language L, is L’s metalanguage. L is then the object-language. A 
language is semantically closed if it is its own metalanguage, L = M. 

Theorem T1: No language is semantically closed. 

Premise 1 (Reflection, Convention T): If TRUE(x) is a truth predicate for L in a 
metalanguage M, then for every s ∈ SL, the following sentence holds: 

⸢TRUE(s̅) ↔ tr(s)⸣, 

where s̅ is the M name of s, and tr(s) is the M translation of s.  

Premise 2: If L = M, then there is a sentence k ∈ SL, such that the following 
sentence holds: 

⸢TRUE(k�) ↔ ¬k⸣. 

From the two premises (and the fact that ⸢k ↔ tr(k)⸣ when L = M), we the follow-
ing for the case that L = M :  



230 DAVID KASHTAN  
 

(5) ⸢k ↔ ¬k⸣. 

By reductio, the theorem follows.  
The Tarskian anti-mechanist argument has the following premises. First, 

though Tarski’s own concern was with formalized languages, today, mainly fol-
lowing Davidson, one often uses the general structure of Tarski’s theories in the 
other direction, i.e. assuming truth to be understood and understanding the truth-
conditional statements as providing a semantics for the language under consider-
ation. We apply this approach to the semantics of the language of thought 
L (Fodor & Pylyshyn, 2014). The second premise of the argument is that the 
language of thought L can express any scientific theory. This is forthcoming if 
we accept that scientists cognize the theories that they put forth, and, therefore, 
that their language of thought should be able to express them. The third and final 
premise is that a full mechanistic theory of the mind needs to contain a semantic 
theory for L. For if it doesn’t, then it can’t with justice be seen as giving the 
content of the mental states of human subjects, and the characteristic property of 
the mind is its ability to entertain contents. However, together the three assump-
tions make L semantically closed, and this is impossible by theorem T1. The 
consequence is that no full mechanistic theory of the mind is forthcoming.  
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